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PREFACE

The Book of Extended Abstracts contains 72 two-page abstracts presented at the 34th conference
Computational Mechanics 2018, which was held at the Hotel Srní and �umava in Srní, Czech
Republic, on October 31 � November 2, 2018. This annual conference, which was attended
by almost one hundred participants from the Czech Republic, Slovakia and from abroad, was
organised by the Department of Mechanics, Faculty of Applied Sciences of the University of West
Bohemia under the auspices of

• Vlasta Radová, the Dean of the Faculty of Applied Sciences,

• Ivana Barto²ová, the Vice-President of the Pilsen Region for Education and Tourism,

• Czech Society for Mechanics,

• Czech National Committee of IFToMM,

• Central European Association for Computational Mechanics.

The main objective of this traditional conference is to bring together academicians, re-
searchers and industrial partners interested in relevant disciplines of mechanics including

• solid mechanics,

• dynamics of mechanical systems,

• mechatronics and vibrations,

• reliability and durability of structures,

• fracture mechanics,

• mechanics in civil engineering,

• �uid mechanics and �uid-structure interac-
tion,

• thermodynamics,

• biomechanics,

• heterogeneous media and multiscale problems,

• experimental methods in mechanics,

to create an opportunity for meeting, discussion and collaboration among the participants. As
in the previous years, the three best papers presented at this conference were awarded the Czech
Society for Mechanics Award for young researchers under 35 years of age.

To all conference participants, we o�er the possibility to publish their peer-reviewed full
papers in the international journal Applied and Computational Mechanics indexed by
Scopus. This journal has been published by the University of West Bohemia since 2007 (see
https://www.kme.zcu.cz/acm/).

We would like to express our gratitude to all the invited speakers for their signi�cant con-
tribution to the conference and the time and e�ort they put. Considerable acknowledgement
belongs also to the members of the Organising Committee for their important work.

We strongly believe that all participants of the CM2018 enjoyed their stay in the beautiful
nature of the �umava region in a meaningful way. Finally, we would like to invite you all to
come to the next conference CM2019.

Jan Vimmr

University of West Bohemia
Chairman of the Scienti�c

Committee

Vít¥zslav Adámek

University of West Bohemia
Chairman of the Organising

Committee
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Dupal J., Zaj́ıček M., Lukeš V.: Modelling of the turbine blade by new finite element . . 15
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Houdek V., Smoĺık L.: An efficient approach to model dynamics of a small engine crankshaft 31
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chanics of pelvic ring fixation techniques . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
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Marvalová B., Hruš T., Hrouda A.: FEM simulation of elasto-plastic tube indentation . . 63

Musil J.: Numerical simulation of free-surface flow over a weir with non-reflective outlet
boundary conditions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
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Novák M., Vackář J., Cimrman R.: Sensitivity analysis of total energy in electronic structure
calculations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
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Analysis of metal built-up members 

I. Baláž a, Y. Koleková b, L. Moroczová b 

a Department of Metal and Timber Structures, Faculty of Civil Engineering, Slovak University of Technology in Bratislava, Radlinského 11, 
810 05 Bratislava, Slovak Republic 

b Department of Structural Mechanics, Faculty of Civil Engineering, Slovak University of Technology in Bratislava, Radlinského 11, 810 05 

Bratislava, Slovak Republic 

Battened built-up member. The analysis of the 2nd order with imperfection is used in 

calculations. The geometrical equivalent global initial sway imperfection is taken according to 

EN 1993-1-1. The column is made of steel S355. The yield strength fy = 355 MPa, the safety 

factors γM0 = 1.0,  γM1  = 1.0. The member cross-section is given in Fig. 1. 

  
                                a) battened built-up member               b) laced built-up member   

Fig. 1. Cross-section of the built-up columns 2 IPE 240 – DIN 1025-5: 1994  

The design values of the external actions applied at the column top with the length 

L = 7.2 m are given in Fig. 2 together with the obtained results of the analytical analysis. The 

horizontal force HEd,tot consists of two parts: the external force HEd = 22 kN and the 

replacement of the global initial sway imperfection by equivalent horizontal force 

NEdΦ = 850 kN / 268.328 = 3.205 kN. 

 
Fig. 2. Column geometry, actions and distributions of the internal forces Nx(x), Vy(x), Mz(x) 
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Laced built-up member. The cross-section is in Fig. 1 b). The design values of the external 

actions applied at the column top with the length L = 7.2 m are given in Fig. 3 together with 

the obtained results of the analytical analysis. 

 
Fig. 3. Column geometry, actions and distributions of the internal forces Nx(x), Vy(x), Mz(x) 

Conclusions. The most important parameters of the member are: the shear parameter γ, the 

member parameter ε, the parameter αcr and amplification factor kII (MII = kII MI), see Table 1. 

Table 1. Shear parameter γ, member parameter ε, αc and amplification factor kII. Index V indicates shear effects  

Member parameters Battened built-up member Laced built-up member 

   5.0

VEd S/N1/1   1.118 (1.0 without shear influence) 1.031 (1.0 without shear influence) 

   5.0

effEd EI/NL   0.863 0.418 

EdV,crV,cr N/N  3.702 (for Ncr,V);  2.664 (for N.cr) 14.542 (for Ncr,V);  10.084 (for N.cr) 

 1/k V,crV,crV,II   1.370 (for Ncr,V);  1.601 (for N.cr) 1.074 (for Ncr,V);  1.110 (for N.cr) 

by calculation: IV,IIV,II M/Mk   274.7 / 181.5 = 1.513 581.7 / 531.5 = 1.094 

Notes: These parameters give to the designer information about built-up members without doing calculations 

similar to those in Figs. 2 and 3. More details including analytical solutions and Eurocode EN 1993-1-1 

verification conditions may be found in [2, 3]. The comparisons of the results of the analytical solutions given in 

Figs. 2 and 3 with the results of the computer program IQ 100 [4] shown zero differences. The calculations 

according to the former Czechoslovak standard STN 73 1401: 1968 are in [1]. 
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Life of composite bridges 

P. Brož a, D. Dobiáš b 

a Faculty of Applied Sciences, University of West Bohemia in Pilsen, Univerzitní 8, 306 14 Plzeň, Czech Republic 
b CTU Klokner Institute, Šolínova 7, 166 08 Praha, Czech Republic 

Fatigue life assessment of said bridges can be based on fully probabilistic philosophy. The 

loading just as response history should be taken into account and a fatigue criterion based on 

the amplitude interpretation should be used. Design of structures issues from the requirements 

that a structural system has to fulfill. The part of great importance of this process is reliability 

assessment of the structure in question. Reliability means the ability of a structure to maintain 

qualities required in the course of the life-time appointed.   

Up to now, the talking points have been solved e.g. in [3], [4] and [1], regarding the 

computational equipment in [2]. Failure represents a required property loss. It is possible to 

divide the reliability assessment into two parts. According to the limit state philosophy both 

loading effects and resistance of structures are investigated. And further we analyze an 

interaction of these two quantities.                                                                                          
The structure is reliable, if probability is very small, that load effects are greater than 

resistance of the structure. For reliability assessment it is necessary to consider rheological 

material properties, geometrical and material imperfections, and degradation factors et cetera. 

In the subjects of civil and mechanical engineering, fatigue is one of the most important limit 

state. In the reliability condition, it is possible to compare the state quantity with the limit 

value, namely by two methods.  

The principle of reliability assessment concepts for a structure is indicated in Fig. 1, [2], in 

version (i) deterministic approaches – allowable stress design; (ii) partial factors design; (iii) 

fully probabilistic SBRA method. 

These reliability evaluations are demonstrated in 2D (R, S) where R means resistance of a 

structure, S load effect, NB design point.   

                         
 

Fig. 1. Reliability assessment outline according to SBRA 
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Fatigue assessment of a welded detail is involved, embracing the stress spectrum in seven 

classes. It is considered:  

 stress amplitudes in the particular classes with uniform distribution, 

 cycle quantities with both normal distribution and coefficient of variation ν [n] = 0.05, 

 trilinear life curve with the constant exponents 3 and 5; its variability is determined by 

standard deviation s [log N] = 0.18, 

 limiting damage with log – normal distribution, median equal to 1, and coefficient of 

variation ν [DM] = 0.3. 

Reliability margin is expressed in the form 
 

G = DM – Z = DM – b1 Db 
 

and DM is limiting damage, Z is accumulated damage 
 

Z = b1 Db , 
 

where b1 is number of operation weeks, Db is accumulated fatigue damage / per one week. 

In the reliability condition being due to the fatigue limit state, in the treatise, the 

advantages of simulation methods, above all are analyzed and pointed in an exemplary 

fashion to, it is possible to apply the empirical distributions – histograms even the truncated 

random quantities distributions. For the purpose of bridge construction assessment 

methodology factors of both loading effects and resistance are analyzed in detail. 
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Simple flight controller based on FlowPro-Matlab coupling
O. Bublı́ka, A. Peckab, J. Vimmrb
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306 14 Plzeň, Czech Republic

bFaculty of Applied Sciences, University of West Bohemia, Univerzitnı́ 8, 306 14 Plzeň, Czech Republic

The aim of this work is the development of an interface between CFD software FlowPro and
computing environment Matlab. FlowPro and Matlab coupled with the aid of the interface can
be used to simulate complex problems such as fluid-structure interaction (FSI) problems. The
fluid dynamics is managed by FlowPro and the structure dynamics is implemented in Mat-
lab. FlowPro is an open-source CFD software based on the discontinuous Galerkin method
[1, 2], which has been and is being developed by the authors of this study. FlowPro is capable
of simulating complex fluid flow problems including turbulent fluid flow in oscillating blade
cascade [3], FSI problems, shape optimalisation problems, etc. The main idea behind FlowPro-
Matlab interface is to provide FlowPro, a very powerful CFD software, to Matlab users. In case
of FSI simulations, the problem is split into two parts. The calculation of the fluid flow field,
mesh deformation and forces acting on the bodies is performed by FlowPro. The solution of
rigid body movement equations is left for the user of Matlab. The interface presented in this
work manages the data transfer between FlowPro and Matlab.

Java sockets were found to be the most viable solution for the data transfer. The server is
implemented in Matlab and the client is integrated in FlowPro. The simulation starts when the
user executes the given Matlab script. The script launches the fluid flow simulation in FlowPro
automatically. FlowPro performs one time step, computes forces acting on the bodies and sends
them back to Matlab. Using these forces, new position of the bodies are established in Matlab.
The new position are sent back into FlowPro, where the mesh deformation is computed. This
process repeats until the computation is terminated. This type of fluid-structure interaction is
known as weak coupling algorithm.

The usage of the developed interface is illustrated on the example of a flight controller of
a simple 2D plane model, see Fig.1. The plane model consists of two NACA0012 airfoils of
different sizes. The rotation of the smaller airfoil (angle β) is controlled by the PID regulator,

Fig. 1. Simple plane model with highlighted external forces
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Fig. 2. Altitude y and pitch α of the plane vs. time (left); controlled angle β vs. time (right)

whose parameters were set empirically. The initial position of plane’s gravity center is x = 0,
y = 0 and α = 0. The aim of the simulation is to reach the target altitude y = 1. The altitude y
and pitch α of the plane with respect to dimensionless time are shown on the left-hand side of
Fig. 2. The target altitude y = 1 is reached at time t = 100. The angle β, which is controlled
by PID regulator, is shown on the right-hand side of Fig. 2.

The presented example shows that it is possible to use the developed interface for a variety
of FSI problems. The advantage of this approach is that it provides a very accurate evaluation
of non-linear forces acting on the bodies as opposed to simplified linear expressions, which are
typically used.
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J. Čečrdle a, O. Vích a 
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This paper deals with aeroelastic (flutter) analysis of an aircraft with unconventional wing 

structure, which is specific by the installation of wing-tip tanks. The subjected aircraft is twin 

wing-mounted tractor turboprop commuter aircraft for 19 passengers, with a wingspan of 

9.6 m and a maximal take-off weight of 7000 kg. The paper is focused on the assessment of 

specific flutter issue, originating from the unconventional wing configuration. Further, 

another flutter issues related to elevator flutter and rudder flutter are described. 

Aircraft are required to have a reliability certificate including the flutter stability. Flutter 

analysis must include all mass configurations in terms of fuel or payload, which are 

applicable at an aircraft operation. These configurations are given from the typical flight 

profiles. Installation of tip-tanks significantly increases the number of applicable mass 

configurations. During the flight, the fuel is transmitted from the tip-tanks to the main tank, 

when enough space becomes available. The amount of fuel in the tip-tanks decreases while 

the fuel in the main tank increases; however, it must also take into account the fuel 

consumption because the fuel pumping process takes some time, during which the aircraft is 

burning fuel. Installation of tip-tanks causes significant variability in characteristics of the 

wing bending and torsional modes. Fuel load in the tip-tank represent large moment of inertia, 

even placed at the wing-tip, and therefore, frequencies of wing torsional modes rapidly 

increase as the wing-tip fuel load decrease. At the same time, frequencies of the wing bending 

modes are increasing as well; however, the rate of change is considerably lower. As a 

consequence, the crossing of frequencies of some bending and torsional modes inherently 

appears with the negative outcome to the wing bending - torsional flutter. This flutter is very 

sensitive to the wing modal characteristics. 

Wing bending – torsional flutter: For the subjected aircraft, the major contributing modes 

of the mentioned bending - torsional flutter type were 1st symmetric wing torsion and 2nd 

symmetric wing bending. In addition, Symmetric engine pitch vibration mode was also 

contributing to this flutter. Considering the maximal flight distance flight profile, frequency of 

the 1st symmetric wing torsion rapidly increased as long as the tip-tank fuel was decreasing 

(i.e., during fuel transmission) and remained at the same level for the zero tip-tank fuel. 

Contrary to that, frequency of the 2nd symmetric wing bending mode increased as long as the 

wing fuel was decreasing, and remain roughly at the same level during the fuel transmission 

process. Considering the early-stage computational model, based on the structural parameters, 

which were set according to the virtual model, there was the frequency crossing of 1st 

symmetric wing torsion and 2nd symmetric wing bending modes with the consequence in the 

significant drop in the flutter speed. The lowest flutter speed values were under the 

certification velocity (1.2*VD) for some mass configurations and for some flight altitudes. 

Such a case would not be acceptable with respect to the certification rules. After the ground 

vibration test (GVT) of the aircraft prototype, computational model was updated according to 

the results of GVT. Such a model, with the relation to the real prototype structure is 
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considered as more reliable. Considering the updated model, the frequency crossing was 

eliminated as the frequency of the 1st symmetric wing torsion mode significantly increased. 

Consequently, flutter speeds got higher and well above the certification threshold. Also, 

flutter frequencies increased. The certification problem of bending - torsional flutter was 

therefore eliminated.   

Elevator flutter: Elevator of the subjected aircraft was specific due to its large static 

unbalance (centre of gravity aft a hinge axis). In general, static unbalance makes a structure 

vulnerable to control surface flutter. In addition, static unbalance has usually negative effect 

on a dynamic balance with respect to common modes of a surface. Therefore, static unbalance 

is not generally recommended, but it is acceptable, provided no flutter appearance within the 

certification envelope is properly justified. Elevator unbalance was adopted from the previous 

specification of the subjected aircraft. Although, the unbalanced elevator has been already in 

operation, flutter study was required anyway, at least due to the increase in certification speed 

of the subjected aircraft compare to the previous specification. Several types of elevator 

flutter or elevator tab flutter (both symmetric and antisymmetric) were found; each of them 

was caused by a specific combination of elevator and tailplane modes. Finally, flutter study 

evidenced no flutter inside the envelope of required stability considering the nominal state 

and considering the reasonable variation of structural parameters. Thus, unbalanced elevator 

might have been applied on the subjected aircraft.  

Rudder flutter: Vertical tail and rudder of the subjected aircraft was, compare to the 

previous specification of the aircraft, modified. Modification included increase in span, and 

increase in rudder horn balance surface in terms of both span and chord. Consequently, rudder 

mass-balance weights were modified as well. Removable weights to adjust the rudder balance 

were placed at the leading edge of the horn balance. There was found rudder flutter instability 

with the combination of rudder flapping and rudder torsional mode. Also, rudder tab flapping 

mode was contributing to this flutter issue. The key factor was increase in the mass moment 

of inertia of the upper rudder part due to the increase in mass-balance weight arm. 

Considering the nominal (statically balanced) rudder, flutter speed was very close to the 

margin of the required stability, but still above the certification threshold. However, any 

unbalance of rudder would push the flutter speed below the threshold. Moreover, rudder 

over-balance by increasing the removable weight placed at the horn balance leading edge had 

almost no effect on the flutter speed. Therefore, the study of rudder dynamic balance with 

respect to node lines of appropriate modes was performed. The study evidenced small 

dynamic effect of the horn balance weight with respect to the flutter major mode. After that, 

optional placement for the mass-balance weight, which was dynamically effective, was 

determined. The removable mass-balance weight was moved to this new, rudder bottom-part, 

position. Over-balance using the new weight placement had significantly stabilising effect. 

Therefore, the problem of rudder flutter was eliminated.      
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Reliable connection of bone-implant-fixation system, see Fig. 1, is necessary for patients with 

cranial defects. In case of implant or mini-plate failure, the re-operation is worse than the first 

operation. It leads to focus on finding the best way of fixation either current procedures or 

using favourable properties of materials for example using of Hydroxyapatite (HA) coating. 

Coating is used in case of improving unsatisfactory properties or performance of a 

technical material. HA coating increases osseointegration between bone tissue and implant 

material with coating due to its bioactivity and porosity [2]. It is sprayed by plasma on 

implant surface, which is in contact with bone. Implant has to be manufactured from material, 

which can be 3D printed and which can withstand high temperatures (e. g. Titanium alloy – 

Ti-6Al-4V). 

The aim of this study is to analyse mechanical performance of cranial Titanium implant 

with and HA coating and to compare it with ordinary used implant materials (PMMA, PEEK 

and Titanium alloy without coating) using computational modelling. 

 
Fig. 1. Cranial bone with implant and fixation mini-plates including HA coating on bone-implant contact (BIC) 

Cranial geometry was based on computed tomography (CT) dataset of undamaged skull. 

The defect was added artificially. Material properties of all components were modelled  

as homogeneous linear isotropic materials. The only load, applied to the skull and implant, 

was physiological intracranial pressure (ICP) of value 15 mmHg (2 kPa) [1]. The skull was 

fixed with fixed support sufficiently far from the implant location. Gradual process of 

osseointegration was modelled using two different types of contact, bonded and frictional. 

From the beginning, the BIC was modelled as frictional (friction coefficient was 0.05). Then, 
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gradually 13 calculations were performed and small parts of coating in the locations of lowest 

implant displacements changed to contact type bonded (due to HA bioactivity). Number of 

elements and nodes were approximately 510 000 and 1 530 000 respectively. 

Maximum values of total displacements of implant and mini-plates for all analysed 

implant materials were between 0.055 and 0.070 mm. However, implant with coating did 

progress due to its bioactivity. In case of 30 % osseointegration BIC, the displacements for 

implant decreased to 0.010 mm and for the most stressed mini-plate to 0.007 mm. 

Similar situation occurred in case of von Mises stress. The maximum values of stresses 

decreased when the osseointegration ratio on BIC increases, as shown in Fig. 2. 

 
Fig. 2. Comparison of HA coating influence on maximum values of total displacement (left) and von Mises 

stress of implant to ordinary used biomaterials 

In this study, influence of HA coating on cranial implants was investigated. Due to HA 

bioactivity and based on results from FE analyses, using coating appeared to be beneficial. 

However, the description of bioactivity has to be investigated more. 
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The term of “Hybrid Electric Vehicle (HEV)” represents the vehicle as a general mechanical 

system which cannot be structurally modified (for example by a different type of engine), but 

the modification from point of view the driving processes can be done by using a suitable 

control strategy. The control strategy is a very broad term which consist many control 

possibilities, many control strategies etc. but it is possible to divide it unequivocally into 

many different control levels. The introduced control levels can be further subdivided in the 

two groups with respect to the type of controlled processes. The first mentioned group 

represents control processes that may be fixed only on the past and present vehicle states (for 

example the level of electric voltage is controlled by rectifier regulator with respect to the 

current state of charge). The second group is represented by processes that can be controlled 

based on the past, present and with look into the future – control with prediction horizon (for 

example the heating can be switched on before a significant outdoor temperature change, 

because the vehicle bodywork has some thermal capacity). The special cases of these 

controlled processes are processes with discrete control strategy, typically for example gear 

switching, which can be done before the following slope and not in the slope. The other 

similarly control processes in the group of the same control levels may be considered the 

problems with vehicle physical bounds, for example maximal engine power, maximal value 

of the friction forces between tire and road surfaces etc. that may be represented as an bang-

bang control problem. 

Some of these introduced control problems can be sufficiently implemented directly into 

the vehicle mathematical model (not into the upper control levels), because the mathematical 

model at the same time generates a feedback for implemented individual controllers. However 

the implementation the predictive control processes into common simulation software with 

directly time flow direction (in-time numerical integration, for example MATLAB-Simulink) 

is very complicated, because it is not possible to go forward in the time direction and from the 

physical point of view the vehicle is a general dynamic system. In this meaning, the special 

cases for mathematical model implementation are also the group of physical bounds, because 

they can be reached at a define integration time and subsequently the simulation has to be 

stopped.  

The presented problem creates very diverse space for answer the question “How to make it 

in in-time numerical integration systems?” and with respect to very sundry controls problems. 

One of the possible answer may be inspired by basic thoughts of the Adaptive Cruise control 

(ACC) and extended concept named Cooperative Adaptive Cruise Control (CACC) [1, 2]. 

The basic different between ACC and CACC is the inputs information to the second 

(controlled) vehicle that is also the main advantage of this concept. The first vehicle in traffic 
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flow cannot be controlled with some predictive control horizon, because it has not the 

information about the situation ahead, but with compare to the second (next) vehicle, it has 

these information previously (in time direction). From the point of view of the second vehicle, 

the presented information contain many interesting facts, which may be used for its control 

and provided a predictive view to the future. The second vehicle has at the one moment 

(integration time) information about the past, current and future route and traffic properties 

(for example the current set of the traffic light in the next crossroad).  

This is the first and most important knowledge for the extending an ordinary in-time 

mathematical model, but in general, the first and the second vehicle should be the same. The 

difference between mathematical model the first and the second vehicle can caused 

transmitting the wrong information. For example if the first vehicle has the automatically 

gearbox and the second (controlled) vehicle has a manual gearbox, the information about the 

setting suitable gear ratio is unusable. However, this contradictory concept property may be 

successfully used for control the specific control problem that is shown above like group of 

the physical bounds problems. This mentioned control problem group in general strictly 

restricted possible control interventions and it may caused inappropriately stopping the 

simulation, but in the same time it finds a location of the potential simulation stop points. The 

simulation stop is not desirable, so the request for the first vehicle mathematical model for 

this time is that the vehicle has to be without physical bounds and it may be used for finding 

the potential simulation stop points. This presented property is the second and the most 

important knowledge for the extending an ordinary in-time mathematical model.  

Both of the possibilities how to extending the HEV mathematical model can be used 

separately, but the best extending of the HEV mathematical model can be achieved only by a 

suitable combination of presented approaches. Some of the required vehicle properties may be 

contradictory so the best solution of this problem is creating more than one “the first vehicle” 

and create the set of the simplest “the first vehicles” which each of those vehicles will be 

designed only for specific feature. The set of the simplest first vehicles can be implemented in 

the original mathematical model with the same integration time. The real simulation start is 

also the simulation start for set of the first simplest vehicles and with the reasonable time 

delay starts the second vehicle. The second vehicle has at each time point a big set of 

information from own future and on the basis of which it can manage its own internal 

processes.  The design of the first vehicles, the value of the reasonable time delay and other 

mentioned parameters presented in this abstract will be investigated and the introduced 

extending HEV mathematical model will be developed with respect to this concept.  
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Fused filament fabrication (FFF) is a type of extrusion-based additive manufacturing 

technique also known as fused deposition modeling (FDM) or 3D-printing. It is possible to 

use the process of additive manufacturing for manufacturing of prototypes and also the final 

products [2]. It is widely believed that parts produced by this method have the disadvantage of 

slightly worse mechanical properties because of consisting of many weld-lines in layers [4]. 

However, newer studies confirm that this negative effect can be significantly reduced by 

appropriate choice of welding conditions of the printing process [3]. Mechanical properties 

like ultimate tensile strength, modulus, etc. of printed parts can then be similar to properties of 

injection molded [2] or compressed parts [3]. 

Fracture properties and crack growth kinetics of the 3D-printing material (polylactic acid, 

PLA) were determined in a series of measurements on CT and SENB specimens 

(manufactured by FFF) carried out by Arbeiter [1]. Material constants A and m determining 

the crack kinetics in the Paris-Erdogan region were established: A = 10-3.78 and m = 2.87. 

These parameters are necessary for estimating lifetime of the part. In order to verify the 

validity of the obtained material constants, a study of crack growth in a real mechanical part 

made of PLA is now in progress. This contribution deals with a simulation of crack growth in 

a mechanical part (a wrench) manufactured by FFF, as a part of this study. The results of the 

simulation are compared to an actual experiment and the numerical model is modified to 

match the behavior of the real part. 

The wrench was modelled by FEM. The model is schematically pictured in Fig. 1. The 

wrench was fitted on a fixed nut via contact elements and a force load was applied by a small 

cylinder near the free end of the wrench (also via contact elements).  

A 2D contact analysis using 

plane elements in plane strain 

condition was carried out. The 

material model used for the 

wrench as well as for nut and 

small cylinder was linear elastic 

and isotropic. Young's modulus 

of 3.4 GPa and Poisson's ratio 

of 0.37 were used for the 

wrench. Young's modulus of 

210 GPa and Poisson's ratio of 

0.33 were considered for the nut 

and the loading cylinder. 

 
Fig. 1. Schematic figure of simulated wrench model 

13



First results showed that crack should appear in the area marked as bottom crack region in 

Fig. 1. However, first experiments showed crack in the upper crack region. It was concluded 

that this might be happening 

due to friction between the 

wrench and the nut. Therefore, 

study of coefficient of friction 

between the wrench and the nut 

was done (the basic Coulomb 

friction model has been used in 

the model). It was found that 

there is a strong dependence of 

the SIF on the coefficient of 

friction, as showed in Fig. 2. 

SIF has been monitored over 

simulations with different 

coefficient of friction. SIF at 

bottom crack tip decreases with 

raising of coefficient of friction. 

On the other hand, SIF at upper 

crack tip has almost the same 

value over the whole range of 

studied coefficients of friction. There is only a small decrease between coefficients 0 and 0.2. 

This contribution deals with modelling of crack propagation in a wrench manufactured by 

FFF. First results from simulation and experiments was different. Therefore, there was a study 

of coefficient of friction to determine the cause of the difference. Results showed strong 

dependency of SIF on coefficient of friction. In order to validate material constants obtained 

from test specimens and obtain lifetime for real component, further work is needed to achieve 

equivalence of the numerical and experimental results. 
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Fig. 2. Stress intensity factor dependence on coefficient of friction, 

crack length 0.1 [mm], force 7 [N] 
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The paper deals with 1D finite element modelling of a turbine blade. The proposed finite 

element has only 16 degrees of freedom (DOF) and enables to achieve a complex model of 

turbo-machine with a relatively small DOF number, more details will be described in the 

article [1]. It is a great advantage but the pre-processing for the blade cross section parameters 

of the individual blades is a little bit more complicated. This approach means to solve a 

warping function in chosen cross sections of the blade and simultaneously calculate the 

geometrical parameters of those cross sections. The second step represents an approximation 

of the obtained parameters along the axis coordinate ξ by means of spline functions. The next 

step is gradual computation of local finite element matrices and assemblage of the global 

blade matrices.    

The velocity of infinitesimal mass point is taken into account as a sum of cross section 

shear stress center S velocity corresponding to the translation motion and the secondary 

velocity from spherical motion with center in point S. Moreover, the axial motion of arbitrary 

point is affected by warping of the cross section caused by torsion deformation.  

 

 
Fig. 1. Used coordinate systems  

Having determined the displacements and velocities of the arbitrary cross section point 

according to Fig. 1 we can come to the relations for kinetic and potential energy of the blade 

finite element. Using e.g. Lagrange’s equations it is possible to determine matrices of blade 

finite element. After assembly of all elements the whole blade equation of motion can be 

written in form 

          
2 2

.
D M Z D

t t t t       M q G q K M M q f f , (1) 
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srad /779
1
 srad / 871

1
 srad /1451

2
 srad / 1486

2


where M is mass matrix, G is matrix of gyroscopic forces, K is stiffness matrix, 2

M
 M  is 

membrane forces matrix, 2

D
 M is circulation matrix,  Z

tf  is vector of external forces and fD 

is constant vector of centrifugal forces. The presented methodology was validated on one 

blade modelled by 3D elements and by the presented finite 1D blade elements. Comparison of 

the first two mode shapes obtained by the use of both approaches is shown in Fig. 2. 

 

 

  1th mode shape         2nd mode shape 
 

Fig. 2. Comparison of the mode shapes calculated using 3D and 1D approach 

 

The model using presented finite element is described only by 154 DOF and 19 finite 1D 

blade elements. From the other side the model consisting of 3D elements has about 4.105 

DOF. The modal analysis was performed for 0 / .rad s   As we can see the presented 

methodology means the great save of time and the capacity of computer for blade system 

analysis.  
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Various friction models were formulated [3, 4] to describe such a complex and naturally non-
smooth phenomenon. Generally, there are two categories of these models – static and dynamic.
Static models describe friction phenomenon via friction characteristics governing the depen-
dence of friction force on the relative velocity in the contact point. The basic Coulomb model
is commonly implemented using its approximations by smooth functions (arctan, tanh) and a
modified version of the model incorporating Stribeck effect is also widely used to describe
different values of static and dynamic friction. The dynamic models are usually based on the
bristle-analogy. In the contact surface, fictive deformable bristles are considered. From the
mathematical point of view, dynamic models add one or more extra ordinary differential equa-
tion describing an average deflection of the bristles in the contact surface. These additional
differential equations are solved together with the equations of motion. One of the basic dy-
namic models are Dahl [3] or LuGre [2] models, nevertheless there are even more sophisticated
models such as elasto-plastic model, stick-slip model, Gonthier model etc [4]. The choice of
friction force plays important role during the simulations of various mechanical problems.

Fretting wear is a phenomenon that occurs during the relative vibration (in tangential direc-
tion) of two surfaces which are at the same time under the load (in normal direction). Due to
the presence of friction, undesirable loss of the mass in contact sufrace occurs. In the field of
numerical simulations of such a phenomena, a choice of the model of friction force is of crucial
importance.

The presented research is motivated by the numerical simulations of fuel rods vibration in
the nuclar power plants. The fuel rods are grouped together in fuel assemblies and they are
linked by spacer grids with radial prestress. During the vibration of flexible fuel rods and their
bending in the prestressed spacer grid cells, fretting wear can be experienced. It can possibly
lead to undesirable leakage of fission product to coolant of primary circuit. In all of the former
models [1, 5], complex models of fuel rods have been developed and one of the most general
static models of friction was implemented. However, in this models the stick-slip phenomenon
is described only in the first approximation. The aim of this contribution is the analysis of the
description of stick-slip transitions and their influence on fretting wear in the contact surface.

Simple single DoF benchmark model [4] (see Fig. 1) was used to reach stick-slip vibration.
The body of mass m is attached to the frame by the spring with stiffness k. The mass lays on
the belt which moves with constant velocity vb. The mathematical model can be written in the
compact form for both static and dynamic models of friction forces Ff

mẍ(t) + kx(t) =

{
Ff (vrel(t)) for static models,
Ff (vrel(t), z(t), ż(t)) for single-state-variable dynamic models,
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Fig. 1. Scheme of the considered system and an example of phase trajectories

where the static models depend only on the relative velocity in the contact surface vrel = vb− ẋ
and dynamic models have an additional dependency on state variable z and ż. In all of the
analyses, smoothed Coulomb model with Striebeck effect is considered as a representative of
static friction models and Dahl and LuGre models are used as a representatives of dynamic
friction models. To estimate the fretting wear in contact surfaces, approach based on the work
of the friction forces is used [1, 5]. For the illustration, examples of resulting friction forces
are shown in Fig. 2. The comparison of resulting fretting wear values is provided considering
variation of the key parameters of the system. The effect of an accurate description of stick-slip
transitions is evaluated with respect to the hourly fretting wear introduced in [5].
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Fig. 2. Comparison of the friction forces in the contact surface
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Coordinate-free formulation of the cutting process
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Machining processes are invaluable in many industrial branches. Calculation of the cutting
forces is important for quality prediction of the machined surface. The cutting forces are usually
expressed and manipulated in a certain coordinate system. So long the geometry of the cutting
process is simple, the approach works well, however dynamics of more general operations like
5-axis milling are often difficult to describe without some additional simplifications.

The total cutting force is a result of the pressure/friction fields acting on the tool-workpiece
contact. For practical purposes, empirical expressions for the specific cutting force acting on
an 1-D element of cutting edge are used—specific force f per unit chip width is introduced. It
depends on local cutting process parameters like for instance the undeformed chip width h, the
inclination angle λ or the rake angle α. The basis for the specific force is bound to the cutting
edge geometry and its motion - tangential direction given by the cutting velocity t, the normal
direction by a normal n to the surface created by the cutting edge in space. The third basis
vector b is perpendicular to both t and n, see Fig. 1a.

Fig. 1. a) Local force basis on the cutting edge element, b) serrated milling tool

The total cutting force is calculated as an integral over the cutting edges in contact with the
workpiece

F =

∫

γ

1S [t n b] f(h, λ, α)dw ,

where 1S is a characteristic function which is 1 if the element is in the engagement area S and
0 otherwise.
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Probably the most important property of the tool-workpiece dynamic is its stability. Its cal-
culation requires knowledge of the systems reaction to a small variation of the system’s kine-
matics due to small vibrations. The first step of the coordinate free approach are definitions of
all necessary cutting process parameters and basis vectors with respect to a chosen set of vector
functions describing the unperturbed kinematics of the system and the geometry of the tool,
e.g. axis of spindle rotation, feed direction, curves describing cutting edges. The characteristic
function needs to be defined through coordinate free scalar constraints, e.g. non-negative chip
thickness. In the second step variation of the total force with respect to a small perturbation of
the kinematics is calculated. Virtually all the functions in the integrand may be affected by the
perturbation.

The contribution of the characteristic function 1S to the cutting force differential requires
application of Leibniz integral rule and implicit function theorem. A special case of this effect
was studied by Eynian as an influence of tool tip radius on stability [3].

The transformation matrix [t n b] and the technological angles are affected by perturbation
of tool/workpiece relative velocity direction. These effects were studied on 2-D tool geometries
by Das and Tobias in 1967 [1]. They are rarely taken into account in the models of machining
dynamics (recent exception being Molnar’s article about process damping [4]).

The specific force is affected by the perturbation via the technological angles and the unde-
formed chip thickness h, which depends not only on perturbation of the actual position but on a
past perturbation that deformed the new surface in the previous cut. This so called regenerative
effect was discovered by Tlustý and Poláček in the early 1950s [5].

The resulting formula for the perturbed cutting force is too long to be presented here. The
advantage of the coordinate free approach is that it allows formulation of the machining stability
generally without limitation on the type of the cutting process or direction of the perturbation.

Another application of the coordinate free approach is calculation of more general unde-
formed chip thickness formula. It can be shown that the commonly used formula based on tool
envelope normal and tool-workpiece displacement does not hold for serrated milling tools, see
Fig. 1b. It means that the current analyses of machining stability for various serration are based
on an incorrect model, e.g., Dombovari [2].
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Estimation of Lyapunov exponents of discrete data series
C. Fischera, J. Náprsteka

aInstitute of Theoretical and Applied Mechanics, CAS v.v.i., Prosecká 76, CZ-190 00 Praha, Czech Republic

The dynamical systems describing general non-linear structures represent an interesting and
demanding topic in various branches of engineering. This regards the both cases of mathemat-
ical and experimental models or an analysis of results from measurements in situ. In case of a
complex behaviour of a structure or a non-linear mathematical model, the measured response
or computed data series can exhibit wide range of response types, from stationary and periodic
to diverging or chaotic behaviour. The stability in the sense of sensitivity to small perturbations,
however, is the key property of each type of the system response.

The concept of Lyapunov exponents (LE) is the most usable and most robust stability mea-
sure, despite of numerous new methods and modifications. However, practical estimation of LE
for both continuous systems and discrete data is still a demanding task. Even if the topic was
addressed by numerous papers in the past it seems that the practical usage of recommended
methods usually raise additional questions. It is natural because the theoretical results are
mostly substantiated by an limiting relation, assumptions of which are hardly fulfilled in the
practice.

The case of continuous systems is often dealt in the literature. As an interestin review can
serve, e.g., paper [4]. A very promising approach for continuous systems is presented by Dieci
et al. in [1]. On the other hand, the literature is meagre when it regards the case of discrete
data set. The present contribution extends the previous work of the authors [2] and aims at
presenting, comparison and analysis of two approaches derived specifically for the case when
the dynamical system is represented only as a discrete data series (procedures due to Wolf et al.
[6] and Rosenstein et al. [5]) and a possible extension of the mentioned algorithm due Dieci et
al. [1] to certain discrete cases.

Let us consider the continuous dynamical system

ẋ(t) = f(x, t) , x(0) = x0 . (1)

Stability of its solution x̃x0 can be deduced from increasing separation of two nearby orbits,
initial distance of which is δ0 in t = 0:

δ(t) = x̃x0(t)− x̃x0+δ0(t).
The commonly used estimates of LE fall into two main categories. The first uses a heuristic

approach based on the relation
||δ(t)|| = eλ1t||δ(0)||. (2)

Although usage this approach is not limited to the cases where only the discrete data are avail-
able, this methods are used mostly in such case. The second group, on the other hand, is based
on so called variational equation

P′(t) = A(x, t)P(t) , P(0) = I , (3)
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where P(t) is the derivative of x̃x0 with respect to initial condition x0. Since this approach
is based on the explicit knowledge of Jacobian A(x̃, t), it is naturally aimed at analysis of
continuous systems.

The popular algorithm belonging to the first group is the implementation which accompanies
paper due to Wolf et al. [6]. The algorithm follows the nature of the problem: It is based on
identification of close points on the orbit. Such points are considered as close or perturbed
initial conditions and separation of corresponding orbital sections is measured. The largest LE
λ1 is computed from the growth of distance of both orbits. When the separation becomes large,
a new trajectory is chosen near the reference trajectory considering close distance and direction.

The more recent procedure described by Rosenstein et al. [5] is similarly based on identi-
fying different yet similar sections in the data series, which are used subsequently to simulate
separation of close orbits. Result of the procedure is returned as dependence of the averaged
distance of two orbits on the increasing time lag to initial "close" point. The distance should
increase linearly in the logarithmic scale up to size of the attractor. The slope of the linear ramp
then represents an estimate of the largest LE.

The weak point of the Rosenstein’s approach is identification of the determinative part of the
resulting dependence which is used for estimation of the average slope, see description in [2].
The authors successfully used a simple detection of the "corner sample" based on the horizontal
direction of the upper plateau. A number of alternative approaches could be proposed, however,
they mostly require some ad hoc intervention.

The main problem in algorithms based on the variational equation and belonging to the
second group is that the auxiliary matrix P(t) has to be kept orthogonal. This requirement
implies necessity of reorthogonalization in every iteration step. The work presented by Dieci
et al. [1] is based on keeping the system P(t) in triangular form using the time-dependent
orthogonal discrete or continuous QR transformation. Usage of this procedure claims certain
prerequisites to the discrete data representing the dynamical system. Namely, the data set has
to be capable of continuous interpolation.

Numerical experiments with the mentioned algorithms show that in the case of discrete data,
namely those obtained experimentally, the functionality of all available approaches is limited
and closely reflects quality of the data.
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The use of a high-speed water jet is one of the modern technologies for cutting and machining
the material. High efficiency can be achieved by either by increasing the operating pressure
or by using a non-stationary mode created by an ultrasonic generator. The use of ultra-high
pressures in continuous mode induces extreme loading to high pressure parts of the cutting
machine. The alternative approach using pulsating jets from an ultrasonic generator can increase
the efficiency of the cutting without the need of such high water pressures. The impact of
droplets of the pulsating jet generates much higher impact pressure than the stagnation pressure
generated by the action of continuous jet. The efficiency of the cutting is further increased by
cyclic loading of the target as well as by large shear stresses generated by the jet, see [1].

The efficiency of the pulsating jet cutting is highly influenced by the amplification of the
pressure oscillations created by the ultrasonic generator in the properly shaped domain. The
higher amplification is obtained in the case of resonance in the high-pressure system. The
propagation and amplification of these pulsations were previously studied using analytical and
numerical models for the case of single nozzle systems (see, e.g., [1] or [2]).

The current article deals with the numerical simulation of the pulsating flows in the high
pressure part of a cutting system with five nozzles. The final aim of the work is the shape
optimization of the system in order to achieve high amplification of the pressure waves and
hence the high amplitudes of jet velocities. First of all two numerical models are cross compared
for the case of reference geometry (see Fig. 1).

The first model assumes compressible liquid with the water density and sound speed given
by

ρ = C − 1

k2∆p+ kq
, (1)

a = k∆p+ q, (2)

where C = 1402.4 kg/m3, k = 1.669 × 10−6 m2s/kg, q = 1481.98 m/s and ∆p = p −
101 325 Pa. The model is based on the solution of Reynolds-averaged Navier-Stokes equa-
tions with an additional two-equation RNG k − ε turbulence model with non-equilibrium wall
functions. The ultrasonic generator is modeled using moving mesh strategy as an oscillating
wall with the frequency f = 20 kHz and amplitude A = 6 × 10−6 m. The spatial discretization
is achieved with the finite volume approach with a second order interpolations and the temporal
derivatives are discretized by a first or second order implicit scheme. The model is the ANSYS
Fluent package.
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Fig. 1. Geometry of the cutting nozzle system and the maximal velocities in the nozzle throats

The second model uses simplified approach without turbulence model and modeling the ul-
trasonic generator with fixed grid prescribing the fluid velocity at the piston head as
v(t) = 2πfA cos(2πft). The density is given by linearized equation of state

ρ =
p

a2
+ ρ0 (3)

with ρ0 = 997.95 kg/m3 and a = 1484.8 m/s. The relative difference of the density (3) and (1)
is less than 1 × 10−6 for pressures in the range 0 MPa to 35 MPa.

Both models predicts similar amplitudes of the velocity in the nozzles, however the second
one requires less computational time than the first one.

An optimization was carried out with the first model using the objective function J =∑5
i=1(maxwi − minwi)/5 (here wi is the z-component of the velocity in the nozzle, maxi-

mum and minimum is taken over last few pulses). The achieved amplitudes are in the order of
120 m/s, whis is roughly 50 % of the average speed in the nozzles. Similar results were obtained
also with the second model using objective function based on the amplitudes of pulses in the
mass flux rate.
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On the FE modelling of vocal folds pathologies
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Numerical modelling of some vocal folds (VF) pathologies can be realized by varying properties
of VF layers. The aim of this paper is to show how damping of superficial lamina propria (SLP)
affects vowel production in the finite element (FE) model of the VF self-sustained oscillation
with fluid-structure-acoustic interaction.

Fluid flow and structure domain was solved separately in program system ANSYS. The 2D
FE model features several phenomena present during human phonation: compressible unsteady
viscous flow modelled by Navier-Stokes equations, setting to a pre-phonatory position, large
deformations of the VF, their closure and excitation by lung pressure. The fluid mesh was
deformed according to the VF motion using Arbitrary Lagrangian-Eulerian algorithm.

1
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Lips

VT

Trachea

VF

Lungs

SLP
Ligament

Muscle[a:] [i:] [u:]

SOLID E [Pa] μ [–] ρ [kg·m-3]
Epithelium 25000 0.49 1040

SLP 2000÷3500 0.49 1040
Ligament 8000 0.49 1040
Muscle 65000 0.40 1040

FLUID cair [m·s -1] η [Pa·s] ρ [kg·m-3]

Air (for 36 °C) 353 1.81351·10 -5 1.205

a) f )b)

e)d)

c)

Fig. 1. a) Fluid FE model of the acoustic spaces of the trachea and the vocal tract (VT) for the
Czech vowel [a:], b) vowel [i:], c) vowel [u:], d) solid FE model of the four-layered tissue of
the VF with e) detail of glottal gap, f) material properties [1]

The FE model was adjusted for using vocal tracts (VT) shaped for three Czech vowels [a:],
[i:] and [u:] the geometry of which was obtained from magnetic resonance imaging (MRI) [2].
The VF model used M5 geometry [3] and was composed of four layers. The material properties
are given in Fig. 1, for details see [1].
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Several variants for four pairs of proportional damping coefficients and four Youngs moduli
ESLP of the SLP layer were computed, see Table 1. Using the following equation

β =
bp2 − f1

f2
bp1

π ·
(
f2 − f21

f2

) , α = 4π2f1 ·
(
bp1
π

− f1 · β
)
, (1)

where f1 and f2 are natural frequencies of the VF, we obtain proportional damping coefficients
α and β for arranged pairs of damping ratios bp1 and bp2: (0.05; 0.1), (0.1; 0.2), (0.2; 0.3) and
(0.3; 0.4).

Table 1 shows how the different elasticity, damping values and vocal tract shapes influence
the frequency f of the self-oscillations, maximal width of glottis WGmax and open quotient
OQ.

Table 1. Computed vocal fold vibration characteristics

f 1  [Hz] f 2  [Hz] f [Hz]
WG max 

[mm]
OQ  [–] f  [Hz]

WG max 

[mm]
OQ  [–] f  [Hz]

WG max 

[mm]
OQ  [–]

0.5083 0.0002
1.0165 0.0004 130 0.54 0.36 143 0.65 0.49 133 0.63 0.39

60.3776 0.0006 130 0.49 0.38 139 0.55 0.51 135 0.57 0.41
119.7386 0.0007 132 0.47 0.38 141 0.54 0.55 133 0.51 0.41

1.7917 0.0002 128 0.48 0.35 141 0.56 0.41 127 0.50 0.37
3.5834 0.0004 123 0.44 0.35 130 0.49 0.43 130 0.49 0.38

64.4495 0.0006 127 0.38 0.38 135 0.48 0.49 130 0.43 0.40
125.3155 0.0007 122 0.37 0.37 132 0.46 0.49 123 0.41 0.40

2.7622 0.0002 122 0.40 0.34 139 0.50 0.40 125 0.44 0.35
5.5243 0.0004 110 0.36 0.33 133 0.45 0.43 116 0.39 0.40

67.5990 0.0006 108 0.35 0.35 118 0.38 0.39 109 0.35 0.33
129.6737 0.0007 111 0.35 0.40 99 0.34 0.35 98 0.36 0.33

3.5315 0.0002 114 0.35 0.39 94 0.33 0.36 123 0.33 0.37
7.0631 0.0004 98 0.32 0.32 86 0.28 0.30 108 0.33 0.35

70.1592 0.0005
133.2553 0.0007

[u:]

2000 70.653 142.537

Computation crashed Computation crashed Computation crashed

E SLP 

[Pa]

First two natural 
frequencies of VF

α  [s-1] β  [s]
[a:] [i:]

VF did not open

2500 71.919 148.337

3000 72.946 153.013

3500 73.827 156.96
VF did not open VF did not open

From the results we can observe that damping values do not affect oscillation frequency and
open quotient much. Maximal width of glottis decreases a little bit with increasing value of
damping. The oscillation frequency and the maximal width of glottis decreases with increasing
Young’s modulus of SLP layer while the opening coefficient remains almost unchanged.
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Female pelvic floor dysfunction, such as urinary incontinence, fecal urgency or pelvic organ 

prolapse, is very often associated with injuries of pelvic floor structures during childbirth. 

This trauma usually causes lifelong complications leading to poorer social or/and sexual life. 

The paper from Great Britain published that only 9.6 % of primipara and 31.2 % of 

sekundipara deliver with intact perineum [5]. In addition, the older study showed that 85 % 

women are suffering from injury of perineum during vaginal delivery [4]. Therefore, it is 

essential to understand the anatomy and physiology of these structures to avoid or at least to 

decrease the trauma of vaginal delivery. The computer modeling is a sophisticated tool how to 

achieve that. 

The main objective of this study was to improve already existing finite element model of 

the female pelvic floor [2]. The model consists of the female pelvis; pelvic floor muscles – the 

levator ani muscle (iliococcygeus, pubovisceral, puborectal) and the internal obturator 

muscle; perineal structures – the external and internal anal sphincter, the perinal body, the 

superficial transverse perineal muscle, the bulbospongiosus muscle, the ischiocavernosus 

muscle, the anococcygeal body; and the fetal head. All supporting structures were replaced by 

boundary conditions. The model geometry was based on live-subjects MRI data – women: 25-

years-old, Caucasian, no previous vaginal delivery, normal POP-Q points, absence of PFD 

symptoms, no pathological changes, healthy in general; neonate: 1-day-old, after 

uncomplicated vaginal delivery at term, neurological indications for a MRI brain scan. 

The volunteers as well as the imaging protocol are described in more details in author’s 

publication. The asked volunteer/legal representative gave written consent. The study was 

approved by the local ethics committee from the institution of authors. The considered 

simulations and analyses focused on the muscle pelvic and perinal muscle structures only. 

Thus, other surrounding organs and tissues were neglected. It was assumed that these organs 

(bladder, urethra, rectum, etc.) are pushed during the vaginal delivery without any significant 

reaction forces.  

The bony segments were modelled by rigid bodies without any possibility of deformation, 

the soft tissues were modelled by hyperelastic Ogden material model to enable such a huge 

deformation [3]. The model constants were fitted using the stress-strain characteristic 

published in literature sources and least-square method in MATLAB (lsqcurvefit, 

optimization toolbox; R2013a; The MathWorks, Inc. Natick, Massachusetts, USA).   

The initial model geometry was reconstructed from in-vivo scanned MRI using a free 

semi-automatic software 3D Slicer (3.0; BWH, Boston, MA, USA). The resulting geometry 

and mesh were created in commercial software HyperMesh (11.0; Altair, MI, USA). Rigid 

parts, such as female pelvis and fetal head, were constructed with 2D triangular mesh 
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including more than 100 000 elements in summary. Deformable parts, such as muscles, were 

modeled by 3D tetrahedral mesh consisting of almost 700 000 elements. The accuracy and 

efficiency of the finite element simulations considered in presented work is highly 

predisposed to the quality of the finite element mesh [1]. And thus, the process of element 

quality control was not neglected.  

Vaginal delivery scaled in seconds was simulated for the optimal fetal head position - left 

occipitoanterior positon. The distribution of stretch and stress von Mises generated in pelvic 

floor structures during vaginal delivery was analysed using the finite element method and the 

commercial software Virtual Performance Solution (VPS 9.0; ESI Group, Paris, France). The 

final model is depicted in Fig. 1. 

 

 

Fig. 1. The FE model of female pelvic floor; simulation of vaginal delivery considering the rigid fetal head 

in optimal initial position 

Acknowledgements 

This work was supported by the project n. 182 ‘Obstetrics 2.0 – Virtual models for 

the prevention of injuries during childbirth” realised within the frame of the Program 

INTERREG V-A: Cross-border cooperation between the Czech Republic and the Federal 

State of Germany Bavaria, Aim European Cross-border cooperation 2014-2020. The 

realisation is supported by financial means of the European Regional Development Fund 

(85 % of the costs) and the state budget of the Czech Republic (5 %). 

References 

[1] Burkhart, T.A., Andrews, D.M., Dunning, C.E., Finite element modeling mesh quality, energy balance and 

validation methods: a review with recommendations associated with the modeling of bone tissue, Journal 

of Biomechanics 46 (2013) 1477-1488. 

[2] Krofta, L., Havelkova, L., Urbankova, I., Krcmar, M., Hyncik, L., Feyereisl, J., Finite element model 

focused on stress distribution in the levator ani muscle during vaginal delivery, International 

urogynecology journal 28 (2) (2017) 275-284. 

[3] Ogden, R.W., Saxxomandi, G., Sgura, I., Fitting hyperelastic models to experimental data, Computational 

Mechanics 34 (2004) 484-502. 

[4] Sleep, J., Grant, A., Garcia, J., Elbourne, D., Spencer, J., Chalmers, I., West Berkshire perineal 

management trial, British medicinal journal (Clinical research ed.) 289 (1984) 587-590. 

[5] Smith, L.A., Price, N., Simonite, V., Burns, E.E., Incidence of and risk factors for perineal trauma: a 

prospective observational study, BMC pregnancy and childbirth 13 (1) (2013) 59. 

28



Free surface flows modelling based on lattice Boltzmann method
V. Heidlera, O. Bublı́ka, L. Lobovskýa, J. Vimmrb
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Free surface flow is an important physical phenomenon involved in many manufacturing pro-
cesses, e.g. material transport, machining, casting [2] etc. This work deals with the numerical
simulation of free surface flows using the lattice Boltzmann method (LBM) [3–5], famous for
its simplicity to algorithmize, fastness and its efficiency in parallel computing.

Basically free surface flows are two-phase flows. In this work the flow behaviour is domi-
nated by the denser phase and therefore the air flow is neglected and represented by appropriate
boundary conditions at the interface. To capture the free surface in the simulations, we adopt
the algorithm based on the volume of fluid method (VOF) [6].

In the VOF method the interface is captured via the fill level of a cell, which qualifies
the amount of a cell which is filled with fluid. Value 0 indicates an inactive gas cell and 1
corresponds to a filled cell inside the fluid. Fluid and gas cells are separated by a closed interface
layer with a fill level between 0 and 1.

The aim of this work is to improve the accuracy of the algorithm by incorporating the surface
tension and wetting angle effects [1]. The developed computational algorithm is tested on three
benchmarks. In the first case, we solved the Poiseuille flow inside the channel formed by two
infinite plates. The comparison with the analytical solution is shown in Fig. 1 (right).

Fig. 1. Poiseuille flow between two infinite plates

The second case is focused on a validation of surface tension effect. We study the value
of Laplace pressure, which is the pressure difference between the inside and the outside of a
spherical water drop surface that forms the boundary between a gas and a liquid region. The
error of the pressure inside the drop obtained by the numerical simulation on a relatively coarse
mesh is 3.1 percent.
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Fig. 2. Laplace pressure in a drop (left), capillary rise (right)

The third case deals with capillary action of a water between two infinite plates and serves
for testing our implementation of wetting angle. The Fig. 2 (right) shows obtained increase of
free surface H caused by the wetting angle and the surface tension. The error with respect to
the analytical solution is below 5 percent.

The presented test cases are in a good agreement with the analytical data and show correct-
ness of developed numerical algorithm for this kind of problems.
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This paper deals with the computational modelling of a crankshaft. The main aim is to provide
the overview of an efficient approach to model dynamics of a small engine crankshaft. The
introduced computational model includes flexibility of bodies and employs a non-linear model
of hydrodynamic forces in journal bearings. The whole model is assembled and analysed in
MSC Adams software for multibody system dynamics.

The presented approach is based on the division of the crankshaft into a system of rigid
bodies shown in Fig. 1 which are coupled with massless beam elements in accordance with
Fig. 2. Properties of these elements, such as the second moment and polar moment of the cut
area, are tuned in accordance with the results of a structural analysis with 3D finite elements.

Fig. 1. Crankshaft division Fig. 2. Beam elements Fig. 3. Hydrodynamic forces

The beam properties has been tuned only in one part of the crankshaft. The tuned beams are
depicted in Fig. 2 as red lines. Three types of static loads were defined for the system: a main
bearing journal was fixed and forces in the main directions were applied in the centre of mass
of a rod bearing journal. Resulting displacements of the center of the rod bearing journal are
shown in Table 1.

Table 1. Displacement of the rod pin after tuning of the model parameters

force direction displacement – Ansys [µm] displacement – MSC Adams [µm]
X 2.265 2.275
Y 2.324 2.337
Z 2.018 2.040
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The hydrodynamic forces (HD) acting in journal bearings of the engine are set as forces in
the infinitely short bearing. The analytical solution of these forces is considered in the form of

Fe(ε, ε̇, Φ̇, ω) = −µRLL
c

2

·
[
|ω − 2Φ̇| ε2

(1− ε2)2
+
π(1 + 2ε2)ε̇

2(1− ε2)2.5

]
, (1)

FΦ(ε, ε̇, Φ̇, ω) = µRL
L

c

2

·
[
(ω − 2Φ̇)

πε

4(1− ε2)1.5
+

2εε̇

(1− ε2)2

]
, (2)

where Fe and FΦ are forces acting on the journal in radial and tangential directions respectively
(Fig. 3), µ is the oil dynamic viscosity, R is the rotor radius, L is the bearing length, c is
the radial clearance, ω is the rotor speed, ε is the rotor eccentricity and Φ is the angle to the
eccentricity [1]. Validation of the forces was performed using a simplified model which only
consists of a rotor pin supported on a journal bearing. The motion of the pin was compared
with the motion of the Jeffcott rotor which is given in [2] and that has been simulated for the
considered HD forces in journal bearings and for rotational speeds ω = π n/30 rad/s, where
n = 2000− 2900 RPM.
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Fig. 4. Local extremes of displacement of the
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Fig. 5. Displacement of the rotor pin (MSC
Adams)

The introduced computational model presents a powerful tool for a powertrain vibrations
analysis. It is capable of incorporating not only linear but also non-linear behaviour of pow-
ertrain components and subsystems. The complex computational model should be verified by
suitable experimental methods.
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A total knee arthroplasty (TKA) is in rare cases followed by an extra-articular fracture of 

distal femur. One type of fracture is a simple extra-articular fracture (A1 according to 

Schewring and Meggitt [3]). It can be stabilized only by surgical treatment. Several implant 

types are used by orthopedic surgeons for its management. In this study we compare 

a response to axial load and torque for Distal Femoral Nail (DFN) and Locking Compression 

Plate (LCP). 

The model of bone with fracture, TKA and DFN is the same one as in the previous 

study [2]. Both compact and spongy bone are modelled by 3D elements. The gap of partially 

healed fracture with a callus is 2 mm wide. LCP geometry is based on a laser scan. The finite 

element models with the placement of DFN and LCP are shown in Fig. 1. 

The material parameters of bone were obtained from available literature, the callus which 

forms several weeks after the fracture has material properties of a cartilage [4]. The screws, 

the spiral blade, DFN and LCP are made of titanium alloy. 

 

                     
 

Fig. 1. The frontal (left) and lateral (right) view of model of femur with TKA (green), callus in the area of A1 

fracture (black) and implants: DFN (red) and LCP (blue) 
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Two types of load were used – uniaxial load on the femoral head and torque. The loading 

conditions correspond to those of Brinkman et al. [1]. For both loads, a rigid body was formed 

at the surface of the femoral head and the greater trochanter and all degrees of freedom of the 

distal part of the femoral component were fixed. In case of the uniaxial load, a force 

corresponding to the body mass of 80 kg was applied on the center of femoral in the direction 

of mechanical axis and all other degrees of freedom were fixed. For torque, a moment of 

5 Nm was applied on the center of femoral head about the mechanical axis and all other 

degrees of freedom were fixed. 

The von Mises stress distribution in the implants and the displacement of femur in all 

three main directions were analyzed for all cases.  

The results of uniaxial load show that in case of DFN there is an increased stress in the 

middle of the spiral blade in the area in contact with the nail and in the nail in the area around 

and above the fracture location. The femoral mid-shaft bends laterally and ventrally. 

Von Mises stress in LCP implant reaches high values also in the area around the fraction 

location and the screws are loaded mainly in the area of their intersection with compact bone. 

The femoral mid-shaft and LCP bend medially and ventrally. For both DFN and LCP the 

whole femur above the fracture moves distally, compressing the callus. 

With torque about mechanical axis, the greater trochanter rotates dorsally for both 

implants. The femoral mid-shaft undergoes larger extension along the mechanical axis in case 

of LCP. The stress reaches significantly higher values in LCP implant, especially below the 

level of the screws in the diaphysis and through its whole width at the level of upper three 

screws on the condyle. 

The most significant difference between the model with DFN and the one with LCP is in 

the displacement in the coronal plane under uniaxial load and markedly higher stress in LPC 

under torque.  
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In recent years, Kliman [4] presented a calculation of the fatigue life distribution function 

(FLDF). Under laboratory conditions, he considered the scatter of material properties of 

smooth material samples as well as the various random load processes, see Fig. 1. 

 
Fig. 1. Schematic procedure for calculating the FLDF by Kliman, [4] 

We focused on the scatter of fatigue properties of specific components, see Fig. 2. It can 

be determined by evaluation of a sufficient number of fatigue tests of an investigated 

component. Alternatively, e.g. the BS 7608 [1] defines S-N curves of typical structural and 

technological details for different probabilities of survival. We applied this probabilistic 

approach and we calculated the FLDFs for several components exposed to real loading. 

 
Fig. 2. Schematic procedure for calculating the FLDF of a real component with a scatter of fatigue properties 
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Fig. 3 shows two case studies. The first example shows the FLDFs that were calculated for 

a component with occurrence of fatigue cracks. It can be seen that service failures lie between 

the FLDFs calculated for two “extreme” operating modes, such as driving an empty vehicle 

(without passengers) and driving a fully occupied vehicle [2]. The second example shows the 

predicted FLDFs for a bus bodywork node made of different steels. One of the considered 

material solutions does not meet the required service life [3]. 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 3. Comparison of calculated FLDFs of a welded joint of a rear axle with service failures (left); 

Predicted FLDFs of a bus bodywork node made of different steels (right) 

The probabilistic approach to prediction of fatigue life is appropriate for other practical 

situations. Some case studies will be presented in detail at the conference and in full paper. 
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bSIGMA Clermont, Campus des Cézeaux, 63178 Aubière, France

UL-39 ultralight aircraft has been developed at the Department of Aerospace Engineering,
Czech Technical University in Prague [3]. This aircraft is powered by unique propulsion sys-
tem, which consists of a fan driven by piston engine. Various concepts of the cooling system
with various radiator positions were studied [2]. Radiator in the bypass channel behind fan is
used at the flying prototype of UL-39.

Test bed with the model fan was build in order to conduct test and experiments for the de-
velopment of this propulsion system [1]. Model of the UL-39 outlet duct is placed behind the
fan, see Fig. 1. Radiator pressure loss is simulated by various inserts including clear frame
(i.e., without pressure loss), honeycomb and screen. Bypass channel is is on the upper side of
the outlet duct, i.e., on the opposite side than at the real UL-39 aircraft. Flow field behind the
nozzle in the plane of symmetry is measured for each case by PIV (Particle Image Velocime-
try) method for each case. Measurements were done in the wind tunnel at the Department of
Aerospace Engineering. Fan RPM between 20,000 and 35,000 were used.

Fig. 1. Model fan test bed in the wind tunnel at the Department of Aerospace Engineering

Sample results of PIV measurements for 35,000 RPM are presented in Figs. 2 and 3. Fig. 2
shows asymmetrical velocity field behind the nozzle. Fig. 3 displays turbulence intensity. Dif-
ference in wake is clearly visible. Bypass duct with radiator influences both velocity magnitude
(i.e., pressure losses causes decrease of outflow velocity) and turbulence characteristics. Bypass
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causes more intensive grow of the shear layer between the of the flow from the nozzle and sur-
rounding air. Model measurements will be compared with the flow field on full scale test bed
of the UL-39 propulsion system.

Fig. 2. Field of velocity magnitude with streamlines behind the nozzle for 35,000 RPM

Fig. 3. Field of turbulence intensity with streamlines behind the nozzle for 35,000 RPM
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P. Horaf , V. Adámekg
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Nowadays, additive technology is modern and high technology for manufacturing of complex
bodies with advanced properties and various and complicated shapes, where conventional tech-
nologies are not possible to use. Applications of 3D printing technologies of metals can be
found in mechanical, biomechanical or aerospace engineering. For that reason, understand-
ing to wave processes in heterogeneous, layered and functionally graded materials is important
issue for this time [5]. In this contribution, an explicit local time stepping scheme for mod-
elling of discontinuous wave propagation problems in heterogeneous bars by the finite element
method is used based on work [7]. In this method, the local stepping algorithm with respect
to local wave speed and local stability condition at each material point is employed. The ac-
curate modelling of discontinuous wave propagation in elastic heterogeneous bodies is still an
open problem in numerical methods. Wave propagation problems in graded elastic bars has
been studied in [4]. Numerical methods currently used comprise the finite volume method [2],
higher order discontinuous Galerkin formulation, the graded finite element method [6] and etc.

We study discontinuous wave propagation in a graded bar with the linear distribution of
elastic modulus and constant mass density. The analytical solution of the problem can be found
in [3]. The length of the bar is L = 1 m. In this test, the mass density is chosen as ρ = 1
kg/m3. The elastic modulus on the left side of the bar is E1 = 1 Pa and on the right side it
is set as E2 = 2.25 Pa. The bar is loaded on the left side by the Heaviside pulse with the
stress amplitude as σ0 = 1 Pa. Results of numerical solution of the elastic wave propagation
problem in the graded elastic bar are presented in Fig. 1 for time T = 0.75 s obtained by the
analytical solution [3], semi-analytical solution with the numerical inverse Laplace transform
[1], the finite volume method [2], the finite element method with explicit time integration by the
central difference method, the finite element method with/without the local time stepping. For
FEM and FVM, the time step size was set as a minimum value of local stable time steps over
all elements/cells. Based on the test, the nominated scheme is suitable for accurate modelling
of wave propagation in graded media.
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(a) (b)

(c) (d)

Fig. 1. Stress distributions in a graded bar obtained by a) FEM with the central difference
method (CD), b) FEM with the Park method without local time stepping, c) FEM with the Park
method with local time stepping, and d) FVM
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There has been high effort to increase production efficiency of production machines and 

robots last decades, including the usage of new types of kinematics [3], special control 

algorithms for non-traditional usage of machines [1], etc. The accurate motion control of the 

end-effector can be achieved through accurate measurement of the end-effector position and 

including such an information into the main control algorithm using base or additional 

actuators, but not all cases are suitable for such a design due to lack of space, bad work 

environment or many obstacles in the workspace. The counterpart of external end-point 

accurate measurement is the strategy of controlled vibration suppression [2], which can be 

realized through damping, vibro-isolation, vibro-compensation or vibro-absorption principles. 

Further differentiation distinguishes between active and semi-active approaches. Vibration 

suppression applications span from aircraft wings through towers and telescopes to cable 

bridges stabilization. 

Well known passive vibration absorbing using mass connected to the primary structures 

works well in single DoF cases or even in multi DoF structures using more single DoF 

absorbers, but the frequency band is quite narrow and non-tunable while in operation. Using 

active or semiactive elements, better results in frequency band and response can be achieved. 

In this paper, single-mass multi-DoF active absorber is considered in order to reduce weight 

and spatial demands, so that added single body can reduce vibrations in many directions 

concurrently. 

The concept of multi-level mechanisms consisting of main structure and additional single-

mass multi-DoF absorber brings potential to improve dynamical properties of diverse 

lightweight robots with large workspace, since relatively small and light additional mass can 

be attached. This solution, along with well calibrated robot, presents an alternative idea of 

robot’s end-point accuracy around its equilibrium, with less demanding and more robust local 

sensing, e.g. by accelerometers or geophones. 

 
Fig. 1. Industiral light robot (left); simulation model of the robot with absorber in 5 different positions (right) 
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Fig. 1 (left) shows an example of 6-DoF light industrial robot, which can operate in large 

workspaces and concurrently suffers from end-point dynamical accuracy due to low stiffness. 

Fig. 1 (right) shows simulation mathematical model of such a light robot in five diverse 

positions through workspace already with vibration absorber attached. The absorber design is 

based on cubic structure, so that 6 active elements are formed along 6 edges of virtual cube, 

providing symmetrical neutrality of the additional mechanical structure. 

Active elements of the absorbers consist of spring and voice-coil actuator. Dynamical 

properties of the absorber were optimized such that the vibrations in all directions and in all of 

the five robot’s positions are as small as possible. Both, the robot and the absorber, are 

equipped with accelerometers providing feedback information. 

Feedback control of mechanical parallel structure leads most likely to some type of 

centralized control algorithm, such as PID regulators, H-inf, LQR or Delayed resonator [4]. In 

this paper, LQR approach is considered as initial control design. There is a need of creating of 

multiple sets of ABCD matrices of local linearized state space models of the multi-level 

structure. Time-dependant ABCD matrices generations remains an opened question. 

 
Fig. 2. End-effector acceleration in all directions without (left) and with (right) attached active absorber 

Fig. 2 shows acceleration of the end-effector of the robot without (left) and with (right) 

attached active absorber based on LQR control. Absorbers are not designed to reach accurate 

positions, but to damp vibrations around equilibrium of the robot. The research of whole 

problematics is still in the process, so, many questions remain opened. For example, what 

sensors and what location of them to choose, how to adapt ABCD matrices through 

workspace, etc. 
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Myosin is a superfamily of molecular motor [3]. Especially, myosin II is able to generate force
for a muscle contraction by sliding on an actin filament. To extract energy, the myosin motor
has to hydrolyze adenosine triphosphate (ATP) to adenosine diphosphate (ADP). The energy is
used for the power stroke.

We use three state mathematical model based on three connected Fokker-Planck equations
[1]

∂ρi
∂t

= D
∂

∂x

[
1

kBT
(V ′

i (x) + FLoad) ρi

]
+D

∂2ρi
∂x2

+
N∑

j=1

kijρj −
N∑

j=1

kjiρi, (1)

where ρ is probability density function of a presence of a single myosin head at actin filament x
in a time t. D is a diffusion coefficient, which describes Brownian motion in an aqueous solu-
tion (the myosin characteristic size is in nanometers—thus, myosin is also a kind of Brownian
particle). kB denotes the Boltzmann constant and T thermodynamic temperature. Their product
is a characteristic value of thermal fluctuations. V is the active potential energy produced by
the chemical reaction in a given state. The parameter FLoad is the external load force on myosin
motor. The index i is used as a marker for a single state [1]. Equation (1) is solved by the WPE
algorithm [5] for space variables x and by the MATLAB function ode15s for the time variable
t.

The three states are known as unbound, weakly-bound and post-power-stroke [2]. None of
these states does include the power stroke itself. The key step for obtaining mechanical proper-
ties of such system is the determination of the generation of the force. The force generated by a
single myosin F has to be calculated based on the probability density distribution as

F =

∫ L

0

xρdx, (2)

where L = 36 nm, which is characteristic myosin II step. Other mechanical properties, like
work W , can be obtained by its definition, for example,

W =

∫
Fdx. (3)

In case of determination myosin head state and position, it is still possible to calculate these
classical mechanical properties. In our model, the determination is simulated by a pseudoran-
dom number generator provided by MATLAB. The generated number provides both the state
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and position. We presume the procedure is not error-less [4]. The error has a Gaussian form

ρe =
1√
2πσ2

exp−(x− y)2
2σ2

, (4)

where the variance σ2 = 5m2.
The next system evolution is started after determination myosin position with a new initial

condition. The condition is created via Bayes’ theorem.
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Fig. 1. Generated force and work be-
fore myosin state and position determination.
The initial condition is the canonical one

Fig. 2. Force and work after myosin state and
position determination. The determined state
is the unbound one

In Fig. 1 is visible the biggest value of force F and work W is in the equilibrium state.
In the time of position and state determination is the system very disturbed. Its next values
of mechanical properties are given of the myosin position mostly. For the unbound state we
obtained an increase of the mechanical properties, see Fig. 2. For other states, we obtained
different characteristics. For the weakly-bound state, there are almost constant and for post-
power-stroke are decreasing, respectively.
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This paper deals with designing and controlling a robot with rigid and cable elements. This 

work is the first step which leads to the idea of the 3D serial robot structure driven by cables 

and joints actuators. A planar robot structure is chosen, see Fig. 1. The  structure  is  formed  by  

 
Fig. 1. Planar cable driven serial arm with marked parameters for optimization 

a serial part (three beams connected by joint actuators) and a parallel part (four cables attached 

on serial structure and driven by actuators with pulley [3]). 

Consequently, the further step has been optimization. Two different approaches were 

chosen. The first one is based on the local optimization algorithm method – simplex and the 

second one is based on the global algorithm method – genetic algorithm. In both methods the 

cable forces were treated to be only positive [5]. The main aim of this part was to develop, 

analyze and verify two models of the structure optimization. 

The next step was to create the dynamic model of the chosen structure. One can easily see 

that this model is nonlinear thus the linearization method is needed. In the field of the Flatness 

theory was derived for this purpose (linearization of the robotic structure) theory “Computed 

Torque”. By this theory one can transform the nonlinear model to a new linear one which can 

be written in Brunowski (canonical) form [4]. Once one obtains the linear model the linear 

control strategy could be used. 

The control regulator was divided into two parts, see Fig. 2. The purpose of the first part 

has been controlling of the robotic structure without cables. And the second part of the regulator 

has controlled the force distribution of each cable [1]. For the first part of the control regulator 
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were chosen two different regulators – PID cascade with feedforward [2] and Flatness regulator 

(Fig. 3). It is necessary to note that the control regulator could control the robotic structure 

without cables and uses only actuators in joints A, B, C. For this case the cables are preloaded 

and help to hold the robot in desired or actual position. Besides, the preloaded cables help to 

increase the stiffness of the mechanism.  

 

Fig. 2. Schemes of control implementation, Fig. 3. Schemes of control implementation,  

distribution of the regulator flatness regulator 

For the simulation were chosen three different trajectories (which tracked the end-effector 

– the point E) in the workspace determined by the optimization. Trajectories were S-curve 

(point to point trajectory), circle and rectangle. 

The results of simulations showed that the regulation has been stable for all trajectories. 

Tracking of the desired trajectory was very accurate for the S-curve. For the simulation were 

used different parameters for the model and the control regulator. 

Acknowledgements 

The work has been supported by the project SGS16/208/OHK2/3T/12 “Mechatronics and 

adaptronics 2016” and Czech Science Foundation project GA17-20943S “Active 

multidimensional vibration absorbers for complex mechanical structures based on delayed 

resonator method” of CTU in Prague. 

References 

[1] Gouttefarde, M, et al., A versatile tension distribution algorithm for n-DOF parallel robots driven by n+2 

cables, Transactions on Robotics 31 (6) (2015) 1444-1457. 

[2] Kraus, K., Redundant parallel manipulator, Diploma thesis, CTU in Prague, Praha, 2016. 

[3] Merlet, J.P., On the redundancy of cable-driven parallel robots, Proceedings of the 5th European Conference 

on Mechanisms Science, Guimarães, Springer International Publishing, 2014. 

[4] Rigatos, G.G., Differential flatness theory and flatness-based control, Nonlinear Control and Filtering Using 

Differential Flatness Approaches (2015) 47-101. 

[5] Svatoš, P., Optimization and control movement of fibre driven parallel mechanisms, Ph.D. thesis, CTU in 

Prague, Praha, 2016. 

46



Numerical simulation of chloride transport in concrete
J. Kruisa, J. Němečeka
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Penetration of chlorides into concrete causes various types of degradation and it affects durabil-
ity of concrete. Extraction of chlorides from concrete can be significantly accelerated with the
help of electric field. Such extraction is nondestructive and it is relatively very fast.

It is assumed in this work that concrete pores are fully filled with water which is a common
case of many structures in wet or sea areas. In saturated pores, the ionic transport is driven
by two main driving forces, the concentration gradient and the electromotive force acting on
charged ions. The two forces can be considered in the ionic flux which then composes of the
diffusion term (Fick’s law) and the electrical migration term (Nernst-Planck equation) as

j = −D%∇c − DFz%c

RT
∇φ, (1)

where D [m2/s] is the diffusion coefficient, F = 96, 487 C/mol is the Faraday constant, z is
the valence of ions, % [kg/m3] is the total density of concrete, R = 8.314 J/K/mol is the molar
gas constant, T [K] is the temperature, φ [V] is the electric potential. The diffusion coefficient,
D, is a function of many variables (concrete type, age, porosity, aggregate size, temperature,
humidity and chloride concentration). However, it is assumed to be constant in this work for
simplicity. On the other hand, an effect of chloride binding is taken into account. The amount
of chlorides in concrete can be decomposed to two parts, the free chlorides (with concentration
cf ) that can be transported and bound chlorides (with concentration cb) that are chemically or
physically bound to the concrete pore walls [1, 3]. The two concentrations must satisfy the
condition c = cb + cf . The ratio between the free and bound chlorides is described by a binding
isotherm [1–3]. The Freundlich binding isotherm is assumed in this work in the form cb = αcβf ,
where α and β are experimentally obtained constants. Then, the mass balance equation can be
written for free chloride concentration in the form

∂cf
∂t

(
1 +

dcb
dcf

)
= div

(
D∇cf +

DFzcf
RT

∇φ− cfv
)
. (2)

The externally applied electric field during accelerated extraction of chloride is taken into ac-
count by using the Gauss law of electrostatics as

div(εrε0E) = −∆(εrε0φ) = σ, (3)

where E is the intensity of the electric field, φ [V] is the electric potential, σ [C/m3] is the den-
sity of charge that is zero for our case, εr [–] is the relative permittivity and ε0 = 8.854× 10−12

F/m is the permittivity of the vacuum. The mass balance equation must be complemented
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with a set of boundary conditions in the form of, e.g., Dirichlet conditions (prescribed concen-
trations at the boundary, cD(x, t)) or Neumann condition of the boundary flux, jN(x, t), and
initial condition (prescribed concentrations, c0(x, t = 0)). A finite element approximation us-
ing the Galerkin-Petrov approach was applied to Eq. (2), which leads to the assemblage of a
non-symmetric system of ordinary differential equations in the form

C
dc

dt
+ (K −H)c = f , (4)

where C is the capacity matrix, K is the diffusivity matrix, H is the conductivity matrix and
f is the right hand side vector corresponding to the ion flux density normal to the boundary,
jN(x, t).

Fig. 1 shows typical graphs of chloride penetration into concrete due to diffusion and chlo-
ride extraction accelerated by an electric field. While the penetration lasts several years, the
extraction takes usually only few days.
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Fig. 1. (a) Concentration after 10 years of pure diffusion, (b) concentration after 2 days of
extraction
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Mechanical metamaterials are artificially produced structures that derive their properties from
their periodically repeated structure rather than from mechanical properties of their base mate-
rial [3]. Often, these structures are manufactured by 3D printing. Nowadays the additive man-
ufacturing technology can be used for producing complex bodies with complicated shapes and
various properties which cannot be produced by conventional technologies. Such structures can
posses superior properties such as e.g. the negative Poisson’s ratio [2]. These materials exhibit a
counter-intuitive behaviour when under the uniaxial tension, the structure expands transversely
and vice versa. Applications of 3D printed bodies can be found in mechanical, biomechanical
or aerospace engineering.

This contribution is focused on study of elastic properties of a structure made by the Se-
lective laser melting (SLM). SLM is one of a 3D printing method enabling manufacturing of
complex metallic metamaterials. The studied sample is based on bcc crystal structure and is
shown in Fig. 1, detail of the structure is in Fig. 2. The diameter of the spheres is 1.25 mm,
the diameter of connecting cylinders is 0.625 mm. The size of the elementary unit cell was set
2 mm.

The structure was produced from the stainless steel SS 316L-0407 powder for additive man-
ufacturing. The material properties of the printed material are slightly anisotropic, according to
the producer the Young modulus varies in the horizontal and vertical direction of printing, but
this was not included in our computation of the effective elastic properties. Only two parame-
ters of the base material was taken into account, Young modulus of bulk material 167 GPa and
Poisson’s ratio of bulk material equal to 0.33.

Fig. 1. Sample of metallic metamaterial Fig. 2. Model of bcc structure
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Fig. 3. FEM model used in REV for esti-
mation of effective elasticity

Fig. 4. Directional distribution of Poisson
ratio in x, y plane

The effective elastic properties of the structure given by the elasticity tensor were ob-
tained by the representative elementary volume (REV) homogenization method used in compos-
ites [1]. The FEM calculations were carried out on the model of the representative volume ele-
ment, Fig. 3, in COMSOL Multiphysics computing software [4] by using the periodic boundary
conditions to simulate the periodicity of the structure. Three simple deformation modes were
used, plain strain mode, simple shear mode and pure shear mode. Three independent elastic
constants c11 = 17.5 GPa, c12 = 4.3 GPa and c44 = 10.3 GPa were numerically determined.

The direction dependence of the Poisson ratio in x − y plane is shown in Fig. 4. Its values
for a quarter of plane are plotted in red line thus it can be clearly observed that the value of the
Poisson’s ratio in the direction of the axis x or y of the coordinate system given is 0.1966, in
contrast with the value of the Poisson ratio in the diagonal direction, which is negative and its
value is −0.0256. In future work, we plan to pay attention to the influence of effective elastic
properties to the modelling of wave propagation in metallic metamaterials.
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The development of new production machines is driven with aim to improve their productivity 

and precision. Focusing on the mechanical properties of the machine structural parts assembly, 

the key properties are static and dynamic stiffness. For example in machine tools, machining 

limits depend strongly on the dynamic stiffness of machine tool – workpiece assembly, see 

Altintas [1]. Another aspect is to reduce inertia masses of motion axis components, as this is 

beneficial to the motion axis speed and acceleration. A possible improvement is in replacement 

of structural parts from steel, cast iron to composite or hybrid materials as they might improve 

the behavior due to their lower density, adequate stiffness and larger damping. 

A comprehensive study of composite and hybrid materials application into the machine tool 

was published by Mohring [2] stating that hybrid materials might be a future in machines 

design. However, a key question is whether a component with higher damping can improve a 

dynamic stiffness of the machine assembly as the most of the assembly damping happens in 

connection interfaces. This might lead to a situation, where a replacement of a single structural 

component by a new one with higher damping might not significantly influence the global 

assembly damping and the assembly stiffness. 

A simulation model was assembled with aim to evaluate the effect of structural parts 

stiffness and damping on the dynamic behavior of the machine assembly. The model used 

description of the basic motion equation in modal coordinates y 

[𝐼]{𝑦̈} + [𝛷]𝑇 [𝐶] [𝛷]{𝑦̇} + [𝛬2]{𝑦} = [𝛷]𝑇{𝐹} . (1) 

Aim of the model was to assembly the damping matrix C of the structural parts assembly. The 

basic equation for the damping matrix C in modal coordinates is given as 

[𝛷]𝑇 [𝐶] [𝛷] =  [𝛷]𝑇 ∑ (
2𝜁𝑗

𝛺
) [𝐾𝑗]

𝑚

𝑗=1

[𝛷] + 𝛼 + 𝛽[𝛬2] + [𝛷]𝑇 ∑ 𝛽𝑗[𝐾𝑗]

𝑚

𝑗=1

[𝛷] + ⋯. 
(2) 

In the Eq. (2), there are members corresponding to the Raleigh damping (, ) of the whole 

assembly and members corresponding to the damping of each component (index j denotes the 

component and its part in the global stiffness matrix) using either constants  from the Rayleigh 

damping or modal damping  of component. 

Generally, it is difficult to estimate Rayleigh parameters ,  for a model of production 

machine, as the assembly is full of connection interfaces, etc. For the evaluation of the single 

component material change effect on the global assembly behaviour, only the first member in 

Eq. (2) was taken into the account. This member is using a modal damping  of each component 
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of the model. The idea was to use the modal damping values, which are taken from the 

experimental modal analysis of the structural parts from various materials. And to make 

artificial modal damping ratios for the simplified models of connection interfaces, which would 

be estimated so that the average damping of the structural parts assembly corresponds to the 

damping of the real machines, which might be for example 2.0 - 4.5 % for the first structural 

mode shapes. Several values of modal damping ratios  of structural components from steel, 

cast-iron, composites and other materials were published by Novotny [3]. A brief overview is 

given in Table 1. Those values, together with the material stiffness were used in the simulation 

model. 

The model was demonstrated on a case study using a 5-axis mill turn center, which is 

composed of a spindle, cross-slides, transverse beam and bed as the main structural 

components. A prediction of dynamic behavior when changing the structural material of each 

component from cast – iron to composite material with average damping ratio  = 1.0 % is 

given in Fig. 1. In the case study, damping ratio of connection interfaces (housings of linear 

guide-ways) was approximately 30 % to match the expected dynamic behaviour of assembly. 

Table 1. Basic modal damping 

ratios for structural components 
 

Material  [%] 
Steel 0.01-

0.1 
Cast iron 0.1-0.2 
Polymer 

concrete 
0.4 

Fibre composites 0.1-0.6 
Hybrid fibre 

composites 
0.2-1.4 

Hybrid particle 

composites 
0.5-2.0 

 

 
Fig. 1. Comparison of dynamic behavior of the machine tool assembly 

The case study results in Fig. 1 showed that the application of composite materials to the 

transverse beam increased the dynamic compliance of assembly by 21 % with a slight frequency 

increase. Therefore, the design change would reduce the machine productivity. On the other 

hand, the application of composites to the spindle ram reduced the dynamic compliance by 

13 % with a slight frequency shift. This would help the machining productivity, the question is 

if the higher material costs of composites can be justified by this improvement of the dynamic 

behaviour. The simulation model demonstrated a capability for predicting the dynamic behavior 

of the structural parts assembly using the modal damping of structural materials and modified 

damping in connection interfaces. Experimental verification will be the part of future works.  
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Computational modelling of stress-strain states in Abdominal Aortic Aneurysms (AAAs) has 

become an important tool in assessment of their rupture risk in the last decades. As its 

application potential in clinical practice is increasing with every additional influencing factor 

considered in the model, many factors have been analysed already. Up-to-date models are 

based on patient-specific AAA geometry obtained typically from CT-A imaging under a 

known level of blood pressure. Mean arterial pressure (MAP) is used to create their unloaded 

geometry [1] which (with other additional features such as residual stresses) may increase the 

credibility of the results. Material behaviour is also a very important feature to be described 

correctly. Large deformations of the arterial wall and intraluminal thrombus (ILT) are mostly 

described using constitutive models based on mean population data gathered from mechanical 

testing of patient-specific specimens [3]. ILT can be taken into consideration not only for his 

poroelastic structure reducing the blood pressure on the AAA wall but also for its significant 

load-bearing contribution. Different mechanical properties across the ILT thickness. Can be 

considered as a significant feature too. ILT with large thickness also reduces oxygen supply 

into the AAA wall underneath and consequently changes its mechanical properties (strength). 

Nevertheless, very little attention has been devoted to the impact of the surrounding 

organs on the stresses in the AAA wall. Most computational models are just fixed on both 

ends of the AAA (boundary condition constraining all degrees of freedom). However, AAA is 

surrounded by less or more compliant connective tissues attached to other organs along its 

length which could lead to reduction of movements. Among lots of organs and tissues around 

the aorta, vertebrae along with intervertebral discs represent the stiffest ones and may have 

several contacts with the AAA, see Fig. 1. In these regions the AAA may be bent over the 

backbone which induces additional bending stresses in it and the contact regions may also 

change due to the movement of the AAA.  

Taking most of the above features into consideration, the impact of backbone has been 

investigated in this preliminary study using a static stress-strain analysis of AAAs. The FE 

analysis of the idealized geometry shows a negligible impact on stresses in various vertebrae 

models (cylinder, vertebrae based on mean dimensions …). In contrast, significant differences 

in stresses have been found in case of patient-specific models. As expected, the impact of 

backbone does not occur under MAP because the deformed shape corresponds to that 

recorded from the CT-A imaging where the geometry and contacts were detected. However, 

when the elevated systolic pressure (assumed as 1.5 MAP in this study) was used to load the 

AAA wall, some patient-specific geometries showed significant differences in displacements 

and PWS, see Table 1. The relative increase of PWS due to the presence of backbone ranged 

from -2 to 81 %. Node-to-node comparison of the stresses between all the pairs of patient-

specific models confirmed a global increase of stresses with consideration of backbone.  
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Fig. 1. Discretized model of vertebrae, intravertebral discs and AAA with pure hexahedral mesh using linear 

SOLID 185 

Table 1. Comparison of PWS [MPa] in the patient-specific models with and without backbone 

 
 

The results of FE analysis show NO significant increase or decrease in case of idealized 

models but significant variations in PWS (p = 0.034) have been found within the patient-

specific models. As no indicator can be specified in what cases the backbone should be 

included, we recommend to include it in all FE models of AAA rupture. 
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The study focuses on development of computational tools for prediction and analysis of os-
teosynthesis of pelvic ring injuries. Fractures of pelvic bones may occur after high-energy im-
pact events such as car accidents or sports injuries. For surgical treatment of unstable fractures
either internal or external fixators can be applied in order to support the healing bone structures.
In the following, a special attention is paid to minimally invasive internal fixation techniques
for management of sacral bone injuries.

During osteosynthesis, the fractured bone parts are repositioned and the applied orthopaedic
fixators prevent their relative motion. A set of ten fixation techniques is examined and a uni-
lateral transforaminal sacral bone fracture (Denis type II [2]) is selected as the reference case for
the study. The studied fixation techniques utilise a single or a combination of the four following
orthopaedic fixators: iliosacral screw (ISS) [3], transiliac internal fixator (TIFI) [1], transiliac
plate (TP) [5] or sacral bar (SB) [4].

The geometry of the computational model is developed based on CT scans of orthopaedic
models of male pelvis. These solid foam models are also used in the experimental campaing
that provides input data for validation of the numerical simulations. The experiments study a
mechanical response of the model pelvic bones without fracture and a response of fractured
bones with a selected fixation technique under physiological loading. The computational model
itself is based on the finite element method. An example of the pelvic model geometry and the
related computational mesh is provided in Fig. 1.

Due to the fact that each fixation technique is tested using orthopaedic plastic models, vari-
ations in cadaveric samples of pelves are avoided. Thus both experimental and computational
studies provide a direct comparison of the stability of selected pelvic ring fixations. All pelvic
models are tested in an intact condition as well as after creation of artificial unilateral trans-
foraminal fracture and application of the selected fixation technique by an orthopaedic surgeon.
In addition, the mechanical properties of the material, the orthopaedic models are made of, are
determined experimentally during an extra set of tensile and compression tests.

Absolute and relative motion of the bone structures is examined, a symmetry of bone defor-
mations along the median sacral crest is assessed, an evolution of the fracture line is tracked and
a relative displacement of the fractured bone parts is quantified. The ratio between the stiffness
of the treated pelvic structure and the stiffness of the intact model (each fixation technique is
tested using an extra pelvic model) is determined. The gathered data are used to evaluate the
stability of each applied fixation technique.
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Fig. 1. The three-dimensional geometry reconstruction based on CT scans (left) and the
computational mesh for the finite element analysis (right) of the fractured pelvis model with
the TIFI+ISS fixation technique applied

In the experiments, a quasi-static loading is applied. The computational model reflects
the experimental setup and material properties and the problem of elastostatics is solved using
a finite element solver. The interaction of bone parts along the fracture line is modelled by a
standard surface-to-surface contact algorithm with a finite sliding formulation and a non-zero
friction. Results of the numerical simulations are compared to the experimental data and an
analysis of the stability of the applied fixation techniques is provided.
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Motorcycle riders belong to the group of so called vulnerable road users, which protection 

against an impact is an issue due to the multi-directional loading and the complex kinematics 

due to the impact. Virtual biomechanical human body models play an important role to assess 

injuries especially for such complex scenarios. 

The major motorcycle rider's personal protective equipment is the helmet. There are not 

many numerical models of the motorcycle helmet available, which is probably caused by the 

fact that each helmet on the market has a different design and the condition for any helmet is 

just to fulfil the territory dependent regulations [7]. 

Whilst Deck et al. [2] used their model for helmet optimization based on the head injury 

assessment, Fernandez et al. [3] developed a concrete commercial road helmet model for its 

evaluation. The model developed by Ghajari et al. [4, 5] was used for the evaluation of the 

head response and the effect of the body influence in oblique impacts and also for the diverse 

population based Head Injury Criterion HIC assessment by Bońkowski [1]. Pavlata [6] used 

his model for the accident reconstruction.  

The present work concerns the simple helmet finite element model development and 

validation for the European regulation [9] to be coupled to the existing human body model for 

motorcycle riders’ safety assessment. The advantage of the helmet is the low calculation time 

step by fulfilling the ECE R22.05 regulation [9]. For the geometry, the AVG-T2 helmet [4, 5] 

was taken as a pattern. The finite element mesh was developed in order to be consistent with 

the human body model [8], which would be coupled to the helmet for future analyses. The 

helmet is composed of two parts, namely the outer shell with the thickness equal to 4 mm and 

the inner protective padding with the thickness of 40 mm. The material data were used the 

same as published by Deck et al. [2]. 

Each helmet entering the market must fulfil the ECE-R22.05 regulation [9], which 

concerns the dynamic test of the retention system, the rigidity test, the shock absorption test 

and the resistance to penetration visor test. For the head protection against an impact, the 

shock absorption test is done. According to the regulation, the helmet with the headform 

inside is dropped against an anvil with a velocity of 7.5 m/s. According to the ECE R22.05 

regulation, the M size headform having the mass equal to 5.6 kg was used for the developed 

helmet size. Two anvils (flat and kerbstone) and four impact configurations points are 

defined. Fig. 1 shows the four impact configurations for the flat anvil. 

The developed helmet is tested for 8 impact configurations (4 impact directions for both 

anvils). The ECE R22.05 regulation [9] defines, that the maximum acceleration must not 

exceed 275 g and the maximum HIC must not exceed 2400 for each impact and the helmet 

fulfils the requirement. 
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Fig. 1. Four helmet impact configurations against a flat anvil 
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This contribution deals with a nonlinear beam model which was published by Gao in [1] and it
is known as the Gao beam. Let us denote E the Young’s modulus, I the area moment of inertia,
q the distributed transverse load, ν the Poissons ratio, L the length of the beam, 2h its height,
while its width is b and it is considered as a unit. An axial force P is considered acting at the
point x = L. The Gao beam model is described by the fourth-order differential equation

EIw′′′′ − Eα(w′)2w′′ + Pµw′′ = f in (0,L),

where w is an unknown deflection of the beam and

I =
2

3
h3b, α = 3hb(1− ν2), µ = (1 + ν)(1− ν2), f = (1− ν2)q.

The axial load P is constant, P > 0 causes compression of the beam and P < 0 tension.
We will focus on a contact problem for Gao beam and foundation which is situated under the
beam. The gap between them is described by the function g ≤ 0. For simplicity it will be
considered constant. The foundation is assumed to be deformable and governed by the Winkler
one-parametric model with a foundation modulus kF . The Gao beam equation is now modified
in the following way

EIw′′′′ − Eα(w′)2w′′ + Pµw′′ = f + T (w) in (0,L),

where T (w) represents contact forces between the beam and the foundation and T (w) =
cF (g − w)+, with cF = (1 − ν2)kF and v+(x) = max {0, v(x)}. The variational formula-
tion of the considered contact problem reads

{
Find w∗ ∈ V such that

Π(w) = min
v∈V

Π(v),
(1)

where Π(v) is the functional of total potential energy in the form

Π(v) =
1

2

∫ L

0

EI (v′′)2dx+
1

12

∫ L

0

Eα(v′)4dx− 1

2

∫ L

0

Pµ(v′)2dx−

−
∫ L

0

fvdx+
1

2

∫ L

0

cF ((g − v)+)
2
dx

and V is the space of kinematically admissible displacements.
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The minimization problem (1) will be solved by using the control variational method. The
main idea is to transform the problem into another one which is easier to solve. It is motivated
by [4], where the contact of a cantilever Euler-Bernoulli beam with an obstacle was described.
We will extend this conception for nonlinear Gao beam and for four different types of boundary
conditions by introducing three different transformations. Each of them consists of several
parts, firstly the transformation of variable and the loading function, secondly the definition
of the state equation and finally the transformation of the total potential energy functional. For
each transformation of variable the Lagrangian can be constructed and the corresponding saddle
point equations enable us to define control variable u and state problem. Both of them are used
in transformation of functional Π(v), so as a result we have a new functional J(w, u). After this
process we are able to define a new problem, so called optimal control problem





Find u∗ ∈ Uad such that

J(w(u∗), u∗) = min
u∈Uad

J(w(u), u),

where w(u) solves the state problem
together with prescribed boundary conditions
and for control value u ∈ Uad.

The set of admissible controls is defined by

Uad =
{
u ∈ L2((0, L)) : |u(x)| ≤ C a.e. in (0, L)

}
,

where constant C > 0 is big enough. Under some assumptions the optimal control problem
has the unique solution u∗ and the function w∗ := w(u∗) solves the corresponding variational
problem, see [2, 3].

The numerical realization of the optimal control problem consists of evaluation of the state
problem and simultaneous minimization of the functional. State problem will be solved by using
finite element method and will not make any problems. For minimization process it will be used
conditioned gradient method. For a given control value uk and computed state wk := w(uk),
the next iteration uk+1 is found by determining a descent direction and a suitable step size.
The descent direction will be chosen as an anti-gradient of J(w, u), which will be evaluated by
means of the adjoint problem technique [5].
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Dental implants are modern solutions for the cases of lost tooth replacements. Although the 

application of dental implants is relatively efficient solution, complications and failure of 

dental implant might occur [3]. This contribution is focused on the mechanical interaction of 

dental implants with the bone tissue with respect to different types of cancellous bone model. 

The solution is associated with a broader range of dental-implant-related clinical problems.  

The effective processing of data from CT and micro-CT devices enables achieving a high 

level of computational models that include detailed trabecular bone architecture as well as 

non-homogeneous material property distribution. Using such models allows local 

biomechanical analyses that are inevitable for better understanding of bone-implant contact 

(BIC) mechanisms. 

Full human mandible was scanned using conventional CT device (pixel size of 0.5 mm) 

and a mandibular segment was scanned using micro CT scanner (General Electric v tome x 

L240, Boston, Massachusetts, USA; pixel size of 25 μm). Branemark implant was used in this 

study (diameter 3.3 mm and length 11.5 mm). Creation of geometry model is described in 

detail elsewhere [3]. To focus on the BIC in detail and in an effective way, the sub-modelling 

technique was adopted meaning the coarse model was used to provide boundary conditions 

for more detailed sub-model, see Fig. 1. 

 
Fig. 1. Coarse model with load, sub-model, detailed mesh, model of cancellous bone   

The sub-model consisted of a mandible segment with one implant of an approximate 

length 50 mm. Sufficiently fine mesh (0.05 mm) was defined around the threaded parts using 

SOLID187 elements, see Fig.1. All interacting components were connected to each other 

using contact elements TARGE160 and TARGE174. The total number of nodes was around 

250,000 nodes for coarse model and 20 mil nodes for sub-model. 
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The materials of the implant and the cortical bone were assumed to be linearly elastic, 

homogeneous and isotropic (Eimp = 110000 MPa, μimp = 0.3; Ecor = 15000 MPa, μcor = 0.3) [3]. 

Cancellous bone in the sub-model was represented in three ways: 1. Assuming the cancellous 

bone to be homogeneous continuum with isotropic properties (E = 2840 MPa, μ = 0.3) [2]; 

2. Same as 1 except for using orthotropic properties (Ex = 2000 MPa, Ey = 3180 MPa, 

Ez = 3340 MPa, µxy = 0.14, µyz = 0.21, µxz = 0.19, Gxy = 579 MPa, Gyz = 515 MPa, 

Gxz = 493 MPa) [2]; 3. Considering trabecular architecture (Etrab = 15000 MPa, μtrab = 0.3). 

In the coarse model, the mandible was loaded by forces mimicking the muscle activity [1]. 

To investigate the influence of the cancellous bone type on the implant behavior, dental 

implant was evaluated for von Mises stress and total displacements. The stress and 

displacement distributions are shown in Fig. 2. The displacements, maximum stresses as well 

as the stress isolines indicate that the choice of cancellous bone representation has an 

insigificant effect on the implant results. Therefore, as far as the implant structural behavior is 

concerned, all investigated cancellous bone model types provide the same results if the 

stiffnesses of those bone types are equivalent. 

 

 
Fig. 2. a) von Mises stress [MPa] in dental implant; b) total displacement [mm] 
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FEM simulation of elasto-plastic tube indentation 

B. Marvalová a, T. Hruš a and A. Hrouda a 
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Paper provides the summary of the FEM simulation of elasto-plastic strains and stresses in the 

course of the local indentation of a steel pipe by a spherical indenter. The FEM calculation 

was performed according to the recommendation of API 579-1 / ASME FFS-1 2007 [1] for 

Level 3 dent assessment. Series of 65 FE calculations of the elasto-plastic state of the 

indented tubes was performed. The combination of three tube diameters D = 508, 920 and 

1420 mm with the ratios between the diameter and the wall thickness D/h = 91, 76, 64, 51 and 

37 resp. were used. The diameters of the spherical rigid indenters were 100 and 200 mm, the 

depth of the indent varied gradually from 75 to 150 mm. The residual stresses and strains in 

the vicinity of the dent after the relieving of load were determined together with the depth and 

length of the resulting dent.  

The configuration of the experimental loading of the indented tube has two planes of 

symmetry see Fig. 1. FE simulation model was adjusted as 1/4 of the whole with appropriate 

symmetrical boundary conditions see Fig. 2. The FE model of tube was supported equally as 

in the experiment i.e. the support was modeled as the rigid plane with the inclination of 15 

degrees. The contacts were defined between the tube and the rigid spherical indenter and 

between the tube and the rigid support. The loading was controlled by the displacement of the 

indenter. The elasto-plastic material properties were obtained from the tensile test curve of 

pipe material which was converted to True Stress – True (Logarithmic) Strain curve for the 

FE calculation purpose. 

 

 

Fig. 1. Strain in contact region Fig. 2. FE 1/4 model of indentation 
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Fig. 3. Tube contour in course of indentation Fig. 4. Displacement of the point A 

  
Fig. 5. Equivalent strain in point A Fig. 6. Principal stresses in point A 

 

FE mesh was created using 8-node hexahedron elements which allow the local 

adaptability of mesh that is necessary in large strains. Each single FE model from a series of 

65 cases was created using a Python script which comprised the combinations of the tube 

diameter D, the wall thickness w, the indenter diameter di and the immersion depth of 

indenter h.  

The evaluation of the FE results and the graphic processing were performed in Matlab. 

Some results for a particular case are shown in the Fig. 3 and 4 where the deformed contour 

of central cross-section is captured at the different steps of loading together with the 

displacement of the point A located inside the tube under the indenter. The successive 

equivalent strain and principal stresses at this point are shown in Fig. 5 and 6. The residual 

deformation of the tube and the residual strain and stresses are also apparent in these figures.  
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The non-reflective boundary conditions are essential ingredient in the procedure of computa-
tional domain restriction where presence of artificial/open boundaries requires prescription of
appropriate boundary conditions in order to obtain numerical solution equivalent to the original
one. Thus, these boundary conditions not only lead to reduction of computational cost by means
of computational domain restriction but also allow to prescribe physical quantities on artificial
boundary in correspondence with analytic form of solution.

This contribution is focused on non-reflective boundary conditions for two-phase incom-
pressible VOF [4] method, which is mathematical model for Navier-Stokes equations described
by following system of equations:

∂t(ρu) +∇ · (ρu⊗ u) +∇p = ∇ · τ + ρg, (1)
∇ · u = 0, (2)

∂tα +∇ · (αu) = 0. (3)

Here 0 ≤ α ≤ 1 is the liquid fraction in the mixture (α = 0 corresponds to air, α = 1
corresponds to water) and the density of the mixture is ρ = αρwater+(1−α)ρair. The symmetric
tensor τ expresses tangential stresses and g is the acceleration due to gravity.

The non-reflective boundary conditions for VOF model have been developed by employing
similarity with theory of one-dimensional shallow water flows and afterwards have been imple-
mented into the open-source package OpenFOAM [3]. This procedure was already presented
at the Computational Mechanics conference in 2017 [1] or also in [2].

Whereas performance of these boundary conditions was not yet tested on outlet bound-
aries the aim here is to present results of numerical simulations of water flow over a weir with
artificial boundary at the outflow. The computation has been performed on two-dimensional
quadrilateral structured grid with 31 720 finite volume cells. The initial condition was set
to u = 0 and to p + hρg as hydrostatic pressure in entire domain, α according to Fig. 1.

Fig. 1. Initial condition for α

At the bottom the no-slip boundary condition for u and
homogeneous Neumann condition for p + hρg and α
was prescribed. At the inlet boundary (left) there was
set homogeneous Neumann condition for p + hρg and
coupled boundary conditions for u and α respecting pre-
scribed volumetric flow as 25 m3/s. The top boundary
is equipped with modified homogeneous Neumann con-
ditions for u and α and total pressure is set as zero here.
At the outlet (right) there were prescribed four variants of boundary conditions for u and α:
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I) homogeneous Neumann conditions for both u and α
II) OpenFOAM coupled boundary conditions allowing water height (i.e. α) to vary accord-

ing to the prescribed volumetric flow rate (here set as negative value of inlet flow rate)
III) homogeneous Neumann condition for α, non-reflective boundary condition for u
IV) non-reflective boundary conditions for both u and α.

Fig. 2. Water height (α) in t = 50 s (upper row) and t = 130 s (lower row)

In the first column of Fig. 2 one can see I) variant of boundary conditions which lead to
un-physical solution with large oscillations of water level. The second column shows variant
II) which seems to perform well, but there is a problem with velocity at boundary being fixed
according to the inflow and thus not respecting solution in the vicinity of boundary. In the third
column III) variant is shown. Here the non-reflective condition for velocity gives satisfying
results. Note that in all three aforementioned cases homogeneous Neumann condition (or its
equivalent) for α was prescribed, though it is incorrect due to the fact that transport equation
for α is 1st order PDE. The last, IV) variant of boundary conditions led to solver failure. That
might have been caused by segregated approach employed in OpenFOAM for solving equations
(1) and (3).

Further, the III) variant of boundary conditions was tested at the outlet of 3D case of a weir
with more complex geometry.
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Advanced materials such as ceramics, composites and other materials with superior properties 

are increasingly used in industries such as aerospace, automotive, electronics but they are also 

used in medical applications. Mechanical properties of such materials are characterized by 

specific properties such as high hardness, excellent wear resistance and brittleness. However, 

these properties usually cause difficulties and complications in machining and obtaining the 

desired shapes and dimensions of the products from these materials. As mentioned, these 

materials are hardly machinable by conventional machining processes. For these reasons, it is 

very important to develop efficient machining processes that will ensure the quality of the 

machining process and the energy and cost efficiency of machining.  

One of the advanced processes used for drilling holes into the above mentioned materials 

is rotary ultrasonic drilling (RUD). This process can be classified as a hybrid process 

combining grinding process using diamond tool that simultaneously performs axial vibrations 

with frequency at the ultrasound level. The RUD process is characterized by sufficiently high 

removal rate while cutting pressures remain low with relatively small surface damage and 

strength degradation. Significant attention is paid to the processes and problems arising 

during the rotary ultrasonic drilling from both the theoretical and experimental points of view. 

One of the important problems that has to be solved in the RUD process is the formation of 

undesirable phenomenon called edge-chipping (Fig. 1). 

During a hole drilling, the hole bottom thickness is changing and consequently an annulus 

plate area of the drilled hole bottom is subjected to transition through the resonance states. 

This resonant state can be considered as one of the important effects that leads to occur the 

”edge-chipping“ phenomenon. As a consequence of this process, when the drilling tool is 

finishing the hole, the bottom edge of the hole is degraded by breaking the edge. In order to 

eliminate this phenomenon or to reduce the size of the edge damage of hole, it is necessary to 

examine the stress-strain state that arises as a result the ultrasonic vibration, workpiece 

structure and shape parameters of the drilling tool. The maximum stress states are analysed in 

critical zones of the drilled hole. The dependence of equivalent stresses on the edge radii of 

drilling tool and on the change in the bottom thickness of drilling hole is investigated. 

 
       

a b c 

Fig. 1. Typical cases of edge-chipping formation (a - [4], b - [1], c - [2]) 
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The edge-chipping phenomenon is investigated in two levels. The first approach is based 

on an investigation of the influence of the geometric parameters of the drilling tool [3] on the 

stress-strain state that occurs in the workpiece. The second approach is focused on the 

purposeful change in the workpiece structure, i.e. the structural modification of the workpiece 

by means of reinforcing layer (Fig. 2) on the lower surface of the workpiece. 

 

 
 

a b 

Fig. 2. Model for simulation of RUD process: a - without reinforcing layer, b - with reinforcing layer 

Rotary ultrasonic drilling process is a complex process with a large number of input 

parameters and variables that have to be taken into account in stress-strain analyses. The finite 

element analysis of RUD process is used to the prediction of edge-chipping phenomenon. 

The numerical simulation of drilling process using the RUD process are realized using the 

finite element models corresponding to models shown in Fig. 2. The structural modification 

effects based on additional reinforcing layers on the stress-strain states and prediction of 

“edge-chipping” phenomenon occurring during RUD are analysed in this paper. 
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The presentation is devoted to the crack propagation in the railway axle made of EA4T steel. 

The propagating fatigue crack is subjected to the different kinds of crack closure. The paper 

describes contribution of plasticity induced crack closure, roughness induced crack closure 

and oxide induced crack closure to the total crack closure and their influence on the residual 

fatigue lifetime of the railway axle. Special attention is devoted to the influence of humidity 

of the air to the fatigue crack propagation and railway axle residual fatigue lifetime. Fig.1 

shows detail of fracture surfaces with different width of oxide layers occurred during fatigue 

testing under different humidity of laboratory air. It is evident the increase of oxides on the 

fracture surfaces with the increase of absolute air humidity. The experimental results were 

obtained using chamber developed at Institute of Physics of Materials CAS for fatigue testing 

machine, which enables fatigue tests under different air humidity. The chamber used is shown 

in Fig. 2. 

 
Fig. 1. Fracture surfaces of specimens tested under different humidity conditions (abbreviations RH = relative 

humidity, AH = absolute humidity) 

Experimentally measured data were used for following analysis of residual fatigue lifetime 

of the railway axle designed in Bonatrans company. All necessary numerical calculations 

based on finite element method (stress-strain analysis, calculations of fracture parameters, 

etc.) were performed and own procedure for determination of residual fatigue lifetime of 

railway axles was applied. Detailed description of the procedure can be found in [1]. It can be 
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concluded that different air humidity leads to the important change of fatigue crack closure 

due to existence of oxide layers on the fracture surfaces. The existence of oxides result in 

important change of residual fatigue lifetime, therefore for reliable estimation of residual 

fatigue lifetime air humidity should be taken into account during material testing.  

 

Fig. 2. Chamber for fatigue crack testing under different air conditions (author P. Pokorný, Institute of Physics of 

Materials CAS) 

The presentation contributes to the better understanding of fatigue damage of engineering 

structures and higher reliability of railway axles. 
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Hamiltonian functional and relevant Lagrange equation system are popular tools in investigation
of dynamic systems. Various generalizations enable to extend the class of problems concerned
slightly beyond conventional limits of a Hamiltonian system. This strategy is very effective par-
ticularly concerning 2D and simpler 3D systems. However, the governing differential systems
of most non-holonomic 3D systems suffer from inadequate complexity, when deduced using
this way. Any analytical investigation of such a governing system is rather impossible and its
physical interpretation can be multivalent. For easier analysis particularly of systems with non-
holonomic constraints the Appell-Gibbs approach seems to be more effective providing more
transparent governing systems.

Both Lagrangian as well as Appell-Gibbs procedures originate from a balance of internal
energy change in time on one hand and external energy supply (e.g. excitation) and dissipation
on the other hand. Formulating an adequate functional equivalence a suitable variational prin-
ciple is applied. It claims that among all admissible shapes of the system reaction, the selected
one is that which represents the minimal energy requirement.

This manipulation being based on the third form of the basic equation of dynamics can bring
us to the system of Lagrangian equations of the 2nd kind. It reads for dynamic system with n
Degrees of Freedom (DOF) as follows:

d
dt

(∂T
∂q̇s

)
− ∂T
∂qs

+
∂V
∂qs

= Qs +
∂R
∂q̇s

+
l∑

r=1

λrCrs, s = 1, .., n, (1)

where qs, s = 1, .., n are Lagrange coordinates, T ,V is kinetic and potential energy, respec-
tively,Qs are generalized forces,R is the Rayleigh function representing a potential of damping
forces, if it exists. Otherwise individual expressions characterizing more complex laws of the
damping should be included. For more information, see either monographs [2, 5] or hundreds
of papers, e.g., [3, 4].

The system of equations (1) should be completed by l < n equations of links, which can be
expressed in a form inherent to both holonomic/non-holonomic links

n∑

s=1

Crsq̇s +Dr = 0, r = 1, .., l, D = |Dr(q, t)|} ∈ Rl , C = |Crs(q, t)| ∈ Rln. (2)

Eqs. (1) and (2) represent the system of n+ l differential equations with n+ l unknowns q,λ.
After rewriting into the normal form, we obtain the system

u̇ = f(u, t), u, f ∈ R2n, (3)
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which includes 2n+ l equations with 2n+ l unknowns q, q̇,λ. Functions f(u, t) are nonlinear
functions (smooth enough) of displacements, time t and system parameters representing geom-
etry and physical properties of the system. If the dynamic system is holonomic and constraints
(2) are integrable, then it is (sometimes) possible to reduce the number of unknowns eliminat-
ing relevant "fixed" degrees of freedom and multipliers λ. Then we have 2k unknowns, where
k = n− l.

Let us pay attention to Appell-Gibbs approach. The method follows from the 5th Gaussian
form of basic equation of Dynamics, for details see, e.g., [1]. The core consists in the Gibbs
function G and functionH

G =
1

2

k∑

r=1

mrq̈
2
r , H = G −

k∑

r=1

Qrq̈r. (4)

Take a note that summations (4) reflect only "live" degrees of freedom k = n − l. It can be
shown, that the governing differential system follows from minimization of the functionH with
respect to acceleration coordinates. In other words it holds

∂G
∂q̈r

= Qr, r = 1, .., k. (5)

The energy dissipation terms on the right side of Eq. (5) are to be added similarly like general-
ized forces using the virtual works principle. The system (5) should be completed by geometric
links (2). The differential system of equations (2) and (5) includes k+ l unknowns. It represents
the most simple and in the same time the most general form of equations of the dynamic system
movement. The form of this system is very simple and it can be used with the same effective-
ness to investigation of holonomic as well as non-holonomic systems, as the constraints can
represent non-holonomic but also holonomic type of links. Unlike the Lagrangian approach the
non-holonomic links do not augment the number of differential equations.

The procedure working with accelerations instead of velocities provides incomparably sim-
pler and more transparent governing differential system. It enables easier and more effective
analytical investigation and qualitative analysis unlike the Lagrangian governing system. Also
the number of unknowns and equations in general is either the same or lower than that provided
using the Lagrangian procedure.
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Urogynecologic surgical mesh and associated complications: 

Can computational biomechanics help? 
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Pelvic organ prolapse is a pelvic floor disorder occurring when the tissue and muscles of the 

pelvic floor no longer support the pelvic organs resulting in the drop from their normal 

position. The pelvic organs include the vagina, uterus, bladder, urethra, and rectum. The 

bladder is the most commonly involved organ in pelvic organ prolapse. Pelvic organ prolapse 

can also be associated with stress urinary incontinence. Stress urinary incontinence is 

a leakage of urine during moments of physical activity that increases abdominal pressure, 

such as coughing, sneezing, laughing, or exercise. 

Pelvic organ prolapse without or with stress urinary incontinence is a major health care 

problem negatively affecting patients and their quality of life. It also represents a significant 

socioeconomic burden. Around 200,000 women undergo one or more surgical treatment for 

pelvic organ prolapse in the U.S. annually [1]. The total cost for surgical interventions for 

pelvic organ prolapse in the U.S. was estimated to §1 billion in 1997 [6]. 

Nonsurgical treatment options for pelvic organ prolapse include pelvic floor exercises and 

pessary, a removable device that is inserted into the vagina to support the pelvic organs that 

have prolapsed. Surgery may be recommended for women with significant discomfort or pain 

from pelvic organ prolapse that impairs their quality of life. Surgery to repair pelvic organ 

prolapse can be done through either the abdomen or vagina, using sutures alone or with the 

addition of surgical mesh.  

Urogynecologic surgical mesh is a medical device used to treat pelvic floor disorder. The 

implant is expected to provide additional mechanical support to weakened and/or diseased 

tissue of the pelvic floor, thus, restoring normal physiological position of the pelvic organs. It 

is frequently a non-absorbable knitted textile implant made of polypropylene or polyethylene 

terephthalate mono or multi-filaments. Absorbable and non-woven products are also 

available. 

U.S. Food and Drug Administration (FDA) issued a Public health notification on serious 

complications associated with transvaginal surgical mesh in 2008 and a notification update in 

2011 warning that these complications are not rare events, the efficacy of the treatment 

compared to non-mesh repair is not demonstrated and patients with mesh may be exposed to 

greater risk [8, 7]. 

The most frequent complications reported include but are not limited to mesh erosion, 

pain, infection, bleeding, pain during sexual intercourse, organ perforation, and urinary 

problems. Many of these complications require additional intervention, including medical 

or surgical treatment and hospitalization. Erosion of mesh through the vagina was found the 

most common and consistently reported mesh-related complication from transvaginal pelvic 

organ prolapse surgeries using mesh. Mesh contraction (shrinkage) was a previously 

unidentified risk of transvaginal pelvic organ prolapse repair with mesh that had been 

reported in the published scientific literature and in adverse event reports to FDA [8].  
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Todros et al. [7] published a review of several computational models of pelvic floor that 

have been developed to investigate vaginal childbirth biomechanics or pelvic floor 

dysfunction. Computational models of knitted textile-based implants have recently appeared 

based on textile structure [5, 3] or exhaustive experimental data [4]. 

The authors of this publication expect that the recently developed finite element model of 

pelvic floor [2] will be adapted to simulate pelvic organ prolapse and its repair as well as its 

biomechanical performance during various physiological activities. The model [2] will need 

to be completed by the implant. Constitutive relations for both the tissue and implant will 

need to be revised to take into account possible non-linearity, anisotropy, permanent set, 

Mullins effect and muscle contraction. Boundary conditions will need to be assessed for 

relevant daily activities. It is hypothesized that material and structural plasticity of the implant 

under specific cyclic load leads to unexpected deformation modes which could imply 

inadvertent response of the implant. Thus, simulating pelvic organ prolapse repair and its 

biomechanical performance would provide more insight in pelvic organ prolapse repair 

biomechanics and could eventually contribute to explain the complications associated with 

transvaginal surgical mesh.  
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A variation of the total energy of a system of atoms with respect to a change in atomic positions,
i.e., the sensitivity of the total energy, also known as Hellmann-Feynman forces (HFF), is a very
important quantity in the physics of materials. Its efficient evaluation has many applications
such as finding stable atomic positions or in molecular dynamics calculations.

The HFF are the gradients of the total energy (including the interaction energy of atomic
cores) with respect to the movement of atomic centers. According to the Hellmann-Feynman
theorem [3], supposing that a fixed discretization basis is used, the forces can be calculated from
the gradient of the Hamiltonian (energy operator) H

~fi = −∇eTOT = −∇
(
ψ+Hψ

)
= −ψ+∇ (H)ψ , (1)

where the gradient is considered with respect to the shift of atomic centers, + denotes Hermitian
transpose and ψ is the wave function describing a quantum state.

We present several approaches for evaluating the HFF within the density functional the-
ory in combination with nonlocal ab-initio pseudopotentials and the finite-element method, as
implemented in our new real space code for electronic structure calculations [6, 2, 1].

The total energy in the density functional theory is given by (see e.g. [4, 5])

eTOT =
n∑

i=1

wi

∫
ψ+
i

1

2
∇2ψi +

∫
ψ+
i VEXTψ +

∫
EH(ρ) +

∫
EXC(ρ) + eION , (2)

where VEXT is the external potential,EH is the electrostatic energy,EXC is the exchange-correlation
energy, ρ is the charge density and eION is the atomic core repulsion energy. In our case VEXT is
the sum of pseudopotentials of atomic cores, each of them constituted by a long-range local part
and a short-range nonlocal l-dependent part:

VEXT =
∑

a

(
V a

LOC
+
∑

l

V a,l
NL
P a
l

)
, (3)

where P a
l is a projection operator into a l-subspace, spanned by the spherical harmonics basis

Yl,m, of the a-th center.
Following from (1), the gradient of the total energy contains only the terms with the explicit

dependence on atom positions:

∇aeTOT =

∫
∇V a

LOC
ρ+

∑

l,i

wi

∫
ψ+
i ∇

(
V a,l

NL
P a
l

)
ψi +∇eION . (4)
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The most difficult term of equation (4) is the middle one: the nonlocal part of electron-ion
interaction. In the contribution, several approaches to evaluating this term will be analyzed
in terms of convergence properties and computing demands using test calculations on simple
molecules of nitric oxide, carbon dioxide and tetrafluormethane, see Fig. 1, with interatomic
distances scaled by a variable factor.

a NO molecule a CO2 molecule a CF4 molecule

Fig. 1. The self-consistent charge densities ρ of the test molecules
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Plasticity-induced crack closure (PICC) is the phenomenon discovered by Elber [1] in 1970. 

Since then, additional closing mechanisms have been introduced, but the plasticity remained 

the most significant mechanism under various loading conditions. As the crack is loaded, tensile 

strains are developed near the crack tip, but they are not fully reversed with unloading. 

Propagating crack than leaves behind so called plastic wake, which is formed by the residual 

plastic deformations in the direction normal to the crack propagation, causing the crack faces 

come to the contact before the crack is actually closed. Employing finite element (FE) methods 

on PICC phenomenon provides closer insight into the closure mechanics, leading to improving 

the physical background and ability to develop accurate models for fatigue life prediction.  

For the purpose of the study, MT specimen with 

dimensions 2L = 200 mm, 2W = 60 mm, 2h = 5 mm was 

used (Fig. 1). Specimen was made of steel EA4T (𝜎𝑌 = 611 

MPa and 𝜎𝑈𝑇𝑆 = 727 MPa). Specimen was cyclically loaded 

with various stress intensity factor range ∆K and also 

various crack lengths, both following experimentally 

measured results [2]. 

Wide research of crack closure aspects in finite element 

modelling have been published. PICC is a complex problem 

and FE results depend on many different preprocessing 

inputs, where finite element mesh is typical example. Most 

of the researchers prefer linear elements to quadratic, which 

may create artefacts of residual stresses around the crack tip 

and edges might have different stiffness due to the middle 

node. Element size is estimated in connection with the 

forward plastic zone size rp, where suggested is to use at least 10 elements through the plastic 

zone. Important is also the ratio of the element’s edges, which should be ideally equal [3].  

In order to create plastic wake, it is necessary to introduce cyclic loading followed by crack 

propagation. Crack growth usually doesn’t follow physical laws (Paris law), which is not in the 

area of interest in this case, but one crack increment is equal to the element size. Therefore, the 

easiest and most common way of crack propagation is the debonding of constrained nodes. 

Moment when the node is released differs. Closest to the physical basis is releasing nodes when 

the load reaches maximum value, although some authors tried to release nodes in different cycle 

stages. Crack is recommended to let grow at least through the initial plastic zone size, although 

in some cases solution needs more cycles to reach convergency [3, 4]. 

Crack closure itself offers also many options how to be determined. Elber noticed the sudden 

change in geometry stiffness while unloading, which he assigned to the crack faces closure. 

Based on this, experimentally measured closure uses this technique up today. FE modelling 

Fig. 1. MT specimen dimensions 
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offers apart from the stiffness change, Fig. 2, also another options. Most common is to evaluate 

the closure by the monitoring of the displacement sign change of the first node behind the crack 

tip. When the sign changes from positive to negative, crack is closed and the closing force can 

be estimated, Fig. 3. In order to capture correct closing force, it is essential to use reasonable 

amount of substeps in each iteration cycle. Similar approach is the monitoring of stresses sign 

change right on the crack tip. Other possibility is to check contact pressure on the crack faces.  

 
Fig. 2. Stiffness change when the closure occurs           Fig. 3. Closure determination by first node 

          displacement monitoring 

These are most significant inputs which have significant impact on the crack closure 

determination. Most of researchers put their effort into the clarification of these relations in 

terms of finite element modelling only (e.g. mesh refinement in order to obtain converged 

solution). However, wide confrontation with experimental results is missing. Presented research 

aims for finding optimal finite element model configuration, which takes into account 

agreement with experimental results. Results presented can help to clarified methodology of 

plasticity induced crack closure numerical simulations.  

Plasticity induced crack closure was numerically estimated on two-dimensional FE models. 

Different methods of determinations were compared and discussed. Optimal FE model 

configuration was defined, particularly in connection with experimental results. This could be 

a first step for full three dimensional model of the crack to determined plasticity induced crack 

closure. 

Acknowledgements 

This research has been supported by the Ministry of Education, Youth and Sports of the Czech 

Republic under the project m-IPMinfra (CZ.02.1.01/0.0/0.0/16_013/0001823) and specific 

research project FSI-S-17-4386 of the Faculty of Mechanical Engineering, BUT. 

References 

[1] Elber, W., Fatigue crack closure under cyclic tension, Engineering Fracture Mechanics 2 (1) (1970) 37-45.  

[2] Pokorný, P., et al., Crack closure in near-threshold fatigue crack propagation in railway axle steel EA4T, 

Engineering Fracture Mechanics 185 (2017) 2-19. 

[3] Solanki, K., Daniewicz, S.R., Newman, J.C.J., Finite element analysis of plasticity-induced fatigue crack 

closure: an overview, Engineering Fracture Mechanics 71 (2004) 149-171. 

[4] Singh, K.D., Parry, M.R., Sinclair, I., Some issues on finite element modelling of plasticity induced crack 

closure due to constant amplitude loading, International Journal of Fatigue 20 (2008) 1898–1920. 

 

78



 

Design and analysis of shaft and bonded joints for electric car 

gearbox 

Z. Padovec a, B. Kropík a, T. Zavřelová a 

aCzech Technical University in Prague, Faculty of Mechanical Engineering, Department of Mechanics, Biomechanics and Mechatronics, 

Technická 4, 166 07, Praha, Czech Republic 

Main goal of this work is to analyze loading of current steel input shaft of electric car gearbox 

and then design lightweight alternative version. Designed shaft will have hybrid construction 

from composite and steel parts. Gears will be bonded to the shaft, so it is necessary to do 

several shear experiments for choosing suitable adhesive.  

At first the original steel shaft was analysed with unit force (1 000 N) and torque (10 000 

N∙mm) load to obtain deflection and rotation of the shaft. FE software Abaqus was used for 

this analysis. Then designed hybrid shaft was loaded in similar way for stiffness comparison. 

Several designed ideas of hybrid shafts were analysed with the – shaft with steel mandrel, 

shaft without steel mandrel (both versions have same lay-up), and shaft with steel mandrel 

with optimized lay-up. Comparison of deflection/rotation of designed version can be seen in 

Table 1. 
Table 1. Comparison of deflection/rotation for designed versions 

Version Deflection [mm] Rotation [rad] 

Original steel shaft -3.411e-04 -1.182 e-04 

Designed hybrid shaft -9.738 e-04 3.289 e-04 

Optimized lay-up -8.197 e-04 6.607 e-04 

Hybrid shaft without mandrel -9.863 e-04 3.327 e-04 

Designed shaft will be tested on CTU´s experimental stand with maximal torque equal to 

300 N∙m. This torque was distributed to the shaft though the helical gears, so we have to 

compute the real loading of our model – radial, axial and tangential forces in gears and 

corresponding force, torque and bending moments in shaft. Values of deflection/rotation for 

real load can be seen in Table 2. Deformed FE model (displacement) can be seen in Fig. 1. 

Designed shaft (without steel parts and gears) can be seen in Fig. 2. 

 
Fig. 1. Deflection of designed shaft 
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Table 2. Deflection/rotation for real load 

Version Deflection [mm] Rotation [rad] 

Designed hybrid shaft -136.6 e-04 2.178 e-04 
 

 
Fig. 2. Designed composite shaft 

Real shaft will be manufactured by filament winding technology and gears will be bonded 

to the shaft. Several shar tests on flat specimens according to [1] were done to choose suitable 

adhesive. Six material combinations and eight adhesives were tested which means around 

about 225 specimens. Results of the experiments were average shear strengths for each type 

of adhesive/material combination – typical graph from shear experiment can be seen in Fig. 3. 

Experiments were also simulated in Abaqus with the use of cohesive elements and simulation 

results were compared with experiment. Based on the results from flat specimens, four 

adhesives were chosen for testing on tubular specimens steel/composite. Bonded joint was 

created with the use of injection technology. 

 
Fig. 3. Relationship between loading force and displacement for steel adherends and Acralock adhesive 
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urban bus into the column of the traffic board portal 
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There are currently many active and passive systems designed to protect passengers in 

modern vehicles. These systems are now developed purely on the basis of virtual approaches. 

The first aim of this paper is to demonstrate the process of computer reconstruction of the 

urban articulated 18 m long bus accident caused in January 2016 in Bratislava. Because of an 

acute health indisposition of a woman driver, the vehicle with passengers crashed into the 

column of the traffic boards portal.  

Two different approaches were used and compared together. The first approach introduces 

an usage of software Virtual Crash used mainly by forensic experts of traffic accident branch 

in their simulation. Virtual Crash is based on MBS algorithms and uses rigid bodies in 

dynamic calculation. The second approach presents a dynamic nonlinear calculation 

performed in the PAM-Crash explicit system with a validated fully deformable FE vehicle 

model.  

This model was built from about 2.5 milions elements and have over 12 milions degree of 

freedom. Time step of converging solution is about 1μs in this case. Similar model of 10 m 

long intercity bus of the same design family made by the same production technology was 

built in beginning 2013 and later validated by a full scale test in October 2013, Fig. 1. This 

experiment showed a very good agreement to computer model results and enabled the use of 

a computer model of 18 m long urban bus for our future computer simulations. 

 
Fig. 1. Comparing computer simulation results with results of full scale test 
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The second aim of this paper is to introduce the methodology that could easily be 

implemented for the category of buses, where no similar methods have yet been used to assess 

the level of passive safety. 

The paper further deals with the use of numerical simulations to assess passenger 

wounding in a general collision scenario that helps identify interior elements to improve 

passenger safety at the early stages of the design proposal to assess passenger protection with 

respect to human population variability. To assess the impact of population variability for 

defined impact scenarios, the scalable virtual model of the human body Virthuman can be 

used effectively. This model allows to cover passengers of various sizes (gender, age, height, 

weight, ...) and extends the conventional virtual evaluation of new security designs through 

existing standard test dummies and models based on the finite element method. The 

advantage of the Virthuman instrument used in the project is its computational efficiency 

when the MBS approach allows the use of up to 99 passengers in one model without 

increasing the computational time of the deformable model. 

Using presented techniques, the reconstruction of traffic accidents as well as the safety 

risk for occupants on a vehicle board can be efficiently assesed.  
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This contribution builds on the last year contribution [5], where the flutter boundary was as-
sessed for a single aerofoil with the aid of the fluid-structure interaction (FSI) code developed
for the purpose of aeroelastic flutter analysis as a part of FlowPro. FlowPro is a multipurpose
numerical software developed by the authors of this contribution. Flutter boundary established
in [5] was compared with the results of Kirshmann [4] and Hall [2]. Since the results agreed
reasonably well to say the least, the FSI code is now considered as validated. The aim of this
contribution is to establish the flutter boundary for a blade cascade.

The developed algorithm for fluid flow modelling is based on the discretisation of the sys-
tem of Navier-Stokes equations by the discontinuous Galerkin method with the Lax-Friedrichs
numerical flux. Furthermore, the time integration is performed by the second order backward
difference formula (BDF2), which is an unconditionally stable implicit method. In its general
form, it also allows us to adaptively change the size of time steps.

Let us move on to the flutter boundary prediction. The flutter boundary is a curve in R2

which determines the threshold for the occurrence of the instability of type flutter depending
on two variables, namely the far-field Mach number M and speed index UF . Here, we study
the flutter boundary for a blade cascade consisting of four flat plates with periodic boundary
condition as show in Fig. 2. For each blade, we considering the wing model of Isogai [3] shown
in Fig. 1. The dynamics of each blade is determined by the following system of two differential
equations

mÿ + Sαα̈ +Kyy = L,

Sαÿ + Iαα̈ +Kαα = MA,

where

m = µπ%∞b
2, Sα = mbxa,

Iα = mr2a, Ky = mω2
y,

Kα = Iαω
2
α, ωα = U∞/UF b

√
µ. Fig. 1. Isogai wing model

On the right-hand side of the equations of motion we have the lift L and torque MA acting
on the aerofoil due to the aerodynamic forces. The structural parameters are xa = 1.8, r2a =
3.48, µ = 60 and the heat capacity ratio is κ = 1.4. Far-field velocity U∞ and density %∞
can be readily calculated using M and κ. In order to solve the system of second order ordinary
differential equations, we first rewrite it as a system of first order ordinary differential equations
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and consequently apply the two-step Adams-Bashforth scheme. We solve the FSI problem as a
whole by solving the flow field and the rigid body dynamics in turns using the weak coupling.
The fluid flow influences the rigid body through the lift L and torque MA. Conversely, the rigid
body influences the fluid flow by changing its own position given by the displacement y and
angle α. Hence, the mesh vertices must be recalculated at each time step, which we achieve by
the blending function approach [1].

The flutter boundary is established using an iterative process in which aeroelastic simula-
tions are performed for many combinations of values of the far-field Mach numberM and speed
index UF . If the resulting motion grows in an unbounded fashion with time, the system is con-
sidered unstable and prone to aeroelastic flutter. If the disturbances are damped with time, the
system is stable and flutter does not occur. If the system continues to oscillate with constant
amplitude, the system is neutrally stable and the flutter boundary is established. The flutter
boundary determined by the developed FSI software is plotted in Fig. 3. The green and red
dots correspond to the combinations of UF and M for which the system is stable and unstable,
respectively. The flutter boundary drawn by the black line was found using bisection method.

Fig. 2. Geometry and mesh Fig. 3. Flutter boundary
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Damping of flutter oscillations by dry friction contacts 

L. Půst a, L. Pešek a, P. Šnábl a  
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Self-excited flutter vibrations of turbine blades are very dangerous phenomena for the service 

life of turbines [1], [2]. The various design treatments are therefore applied for suppression of 

blades’ flutter vibrations. The introduction of dry friction elements is one of the very effective 

methods. The dynamic behavior of a computational model of 30-blades turbine wheel is 

investigated in the proposed paper. The blades in the rotating cascade are excited by 

aerodynamic forces arising from the spatially periodical flow of steam through the stator 

blades cascade. This flow produces both forced vibration and self-excited vibrations – flutter.  

The application of dry friction elements on reduction of these dangerous vibrations is 

presented on several examples.  

The computational model of thirty blades turbine wheel with elastic connections between 

neighbouring blades modelled approximately the experimental wheel investigated in our 

institute. A small blades’ section is in Fig. 1. Spring connections between blades (stiffness k1) 

model the elastic properties of disc. 

 
Fig. 1. Section of computational model of closed 30-blades cascade with dry friction inter-blades connections 

Due to the different numbers of blades of stationary and of rotating wheels, the wakes 

from the stationary cascade flow excite the forced running waves. These forced waves serve 

as initial impulses for aero-elastic self-excited oscillations – flutter running waves. In order to 

investigate the behaviour of bladed cascade also in the unstable regions, the simple Van der 

Pol expression for description of self-exciting forces is used. These self-exciting forces are 

controlled by only one blade’s motion parameters – similar as at aeroplane wing: 
2

(1 ( / ) )
i i i

Q y r y   ,       i = 1, …, 30, 

where r is the displacement at which the negative aerodynamic force changes into positive 

one, μ is a scalar parameter indicating the intensity of this non-linear force. 

The dry friction elements used for suppression of flutter vibrations are described by 

smooth modification of Coulomb law with arctangent function Fti: 

1
( ( ))2 /

ti N i i
F fF arc tg y y 


        i = 1, …, 30, 

with sufficiently high parameter  .   

The first step in study of bladed wheel dynamics is analysis of free vibration. This cyclic 

structure with parameters m = 0.182 kg, k = 105000 kg s-2, k1 = 10000 kg s-2 has 30 eigen-

frequencies in the range 759.55 – 899.48 rad/s (majority twofold) and 15 modes with 0 –15 
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nodal diameters (nd). In this paper only 5 selected cases with 0, 4, 8, 12, 15 nd is presented. 

The aerodynamic forces of the interrupted steam flowing from stator cascade with ls blades 

produce spatial generally periodic forces, acting on the rotating blade cascade with different 

numbers lr of blades. These periodic forces have many components that can excite forced 

vibrations corresponding to all above mentioned natural frequencies.  

Let us concentrate on the damping of flutter oscillation of bladed wheel with 12 nodal 

diameters at 74.880  rad/s (140.17 Hz). Mode of un-damped flutter (Ft0 = 0) vibrations 

are shown in Fig. 2. Using dry friction elements (Ft0 = 0.93 N) between neighboring blades 

reduces flutter oscillations on acceptable value. 

 
     Fig. 2. Mode at 880.74 rad/s               Fig. 3. Mode at 835.64 rad/s              Fig. 4. Mode at 783.12 rad/s 

However, this dry friction element does not suffice for suppression of bladed wheel flutter 

oscillation with 8 nodal diameters ( 64.835  rad/s, 133.00 Hz) as it is evident from record 

in Fig. 3, where the dry friction element (Ft0 = 0.93 N) does not reduce the amplitudes and 

they stay roughly the same as of un-damped system. Only when the dry friction forces 

increase to Ft0 = 1.22 N, the danger flutter oscillations disappear.  

 Similar damping properties have also the resonance vibrations with 4 nodal diameters (

12.783  rad/s, 124.62 Hz) as it is seen from Fig. 4. Application of the same dry friction 

dampers as in previous case  (Ft0 = 1.22 N)  does not reduce the flutter oscillations and the dry 

friction force has to increase to Ft0 = 2.34 N in order that these oscillations are strongly 

diminished. 

The same properties have all 15 resonances of investigated bladed wheel. The simpler is 

the mode of vibrations, the higher dry friction force is needed for suppression of the flutter 

vibrations. E.g. the lowest eigen-frequencies need very high dry friction for their reduction 

and the first frequency with umbrella mode (all blades vibrate in phase) cannot be suppressed 

by any value of dry friction situated between neighbouring blades. 

This phenomenon is typical for all multi-degree-of-freedom systems, where damping 

forces act in another place than excitation forces work.  
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Unilateral paralysis of the superior laryngeal nerve affecting the cricothyroid muscle produces 

an imbalance in the longitudinal tension of the vocal folds during phonation. Such an 

asymmetry causes changes in the vibratory pattern of the vocal folds and in the resulting 

voice quality, e.g. hoarseness, voice breaks, limited pitch and loudness range. This problem 

was studied by means of a physical model of the human voice production. 

The model consists of vocal fold replica made of silicon and a plexiglass tube representing 

the vocal tract configured for [u:] vowel. For the measurement setup see [2]. A two-layer 

water-filled silicone vocal fold replica [2] was excited by the airflow coming from a 

compressor through a regulating valve into the float flow meter, based on which the control 

flow rate was manually set to 0.25 l/s. The air entered the model of subglottal spaces 

consisting of a simplified model of lungs and trachea. Thereafter, the air flew into the part 

where the vocal folds were installed. The hydrostatic pressure inside the vocal fold model was 

regulated by a syringe to pre-set the fundamental frequency of phonation to a fixed value 110 

Hz. The mean subglottal and oral pressures were measured by NXP (Freescale) 

MPXV5010GC6U integrated pressure semiconductor sensors mounted in the walls of the 

trachea and the oral cavity. The fluctuations of the subglottal and oral pressures were 

measured by a B&K 4138 miniature microphone (range 6.5 Hz–140 kHz) and by a special 

B&K 4182 microphone probe (range 1 Hz–20 kHz), respectively. Vocal fold vibrations were 

recorded by the high-speed camera (NanoSense MkIII) positioned at a 90 degree bend of the 

trachea model where a glass window was installed; this enabled the viewing of the vocal fold 

vibration from the subglottal side. 

All the pressure signals were synchronously sampled and recorded using the measurement 

system B&K Pulse 3560 C controlled by a personal computer equipped by the SW PULSE 

LabShop Version 10. The sampling frequency of the signals was 16.4 kHz, and 1000 frames 

were synchronously recorded by the high-speed camera with the rate of 3000 frames/s.  

Fig. 1 shows the videokymogram of the vibratory pattern of the vocal folds constructed 

from the perpendicular cross line at the position of the maximal glottal width amplitude. The 

black pixels represent the glottal width GW(t) at the individual time instants of video 

recording. This vibration pattern resembles pathological asymmetric vibration patterns 

observed in vivo in patients with unilateral vocal fold paralysis [4, 1]. Notice the period 

irregularities on both the vocal folds which are typical for rough or diplophonic voices [5]. 

Also, notice the reduced amplitude of vibration of the left (lower) vocal fold, which suggests 

a mass imbalance rather than a stiffness imbalance of the vocal folds or extremely tensed left 

vocal fold, see [3].  

Fig. 2 demonstrates time records of the following measured signals: oral pressure Poral(t) 

measured in the mouth cavity of the vocal tract model, glottal area GA(t) and subglottal 
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pressure Psub(t) measured just below the vocal folds. The beats-like vibration pattern of all the 

signals is similar to that seen in the videokymogram. 

 

  
 

Fig. 1. Position of the cross line for videokymogram construction (left), videokymogram of vibrating paralysed 

vocal folds model (right) 
 

 
 

Fig. 2. Waveforms of vibrating paralysed vocal folds model: oral pressure (top), glottal area, subglottal pressure 

(bottom) 
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In this contribution we deal with using of the optimal control method for solution of an inverse
problem for nonlinear Gao beam which was published by Gao in [1]. The inverse problem will
be formulated as the minimization of a cost functional which depends on a state problem. The
state problem is represented by the Gao beam equation





σIuIV − σα(u′)2u′′ = f in (0, L),

u(0) = u′(0) = 0,

u(L) = u′(L) = 0,

(1)

where u is an unknown deflection of the beam, σ is the Young’s elastic modulus, I = 2
3
h3 is

the area moment of inertia, h is the thickness of the beam and L is the length of the beam. The
remaining symbols indicate the following

α = 3h(1− ν2) and f = (1− ν2)q,

where ν denotes Poisson ratio and q is the given vertical load. The clamped beam is considered
which corresponds to the prescribed boundary conditions.

It remains to specify the cost functional. Let || · || be L2-norm and let z ∈ L2((0, L)) be a
given function. Then we define the cost functional J(σ, u(σ)) : Uad ×H2

0 ((0, L))→ R1 by

J(σ, u(σ)) =
1

2
||u(σ)− z||2,

where

Uad = {σ ∈ L∞((0, L)) |σmin ≤ σ ≤ σmax in (0, L), σ|Ki
∈ P0(Ki), i = 1, . . . , n}

is the set of admissible parameters with given constants 0 < σmin < σmax and Ki = [xi−1, xi],
i = 1, . . . , n, where x0 = 0 < x1 < x2 < . . . < xn = L. It means that Uad ⊂ Rn is the set of
piecewise constant functions over the partition of (0, L).

Now we can define the inverse problem as a following minimization problem




Find function σ∗ ∈ Uad such that
J(σ∗, u(σ∗)) = min

σ∈Uad

J(σ, u(σ)),

where u(σ) solves the state problem (1).

(2)

The numerical realization of this problem is based on using finite element method and con-
sists of two parts. The first part is the discretization of the state problem which does not make
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any troubles and it is described for example in [2, 3]. The second part concerns the minimiza-
tion of a cost function I which arises from the discretization of the cost functional J and can be
written in the form

I(σ) := J(σ,u(σ)).

The minimization is based on iterative process which generates a sequence
{
σk
}

with the given
initial approximation σ0 such that

lim
k→∞

I(σk) = I(σ∗), where I(σ∗) = min
σ∈U

I(σ).

For the given σk we compute u(σk) as a solution of the discretized state problem and the next
iteration σk+1 is found in the form σk+1 = σk+αdk,where α > 0 and dk is a descent direction.
This direction is chosen in such a way that I(σk+αdk) < I(σk) for all α ∈ (0, α), α > 0. The
important step for this algorithm is the choice of the step length α which is obtained by using
line search techniques. The cost function can be written in the form

I(σ) =
1

2
(Su(σ)− z,Su(σ)− z)p ,

where z ∈ Rp is a given vector, (., .)p denotes the inner product in Rp and S ∈ Rp×n is a matrix
representing the restriction mapping from Rn onto Rp. For computation of the descent direction
we need to derive the expression for the gradient of the function I. It is obvious that

I′(σ) =
1

2
(Su′(σ),Su(σ)− z)p +

1

2
(Su(σ)− z,Su′(σ))p =

= (Su(σ)− z,Su′(σ))p =
(
ST (Su(σ)− z) ,u′(σ)

)
p
.

The problematic part u′(σ) can be eliminated by using adjoint state problem, for more details
see in [5].

Numerical results for the nonlinear Gao beam are compared with results for the classical
linear Euler-Bernoulli beam [4] and numerical computations are realized by using MATLAB.
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The paper is devoted to modelling of wave propagation in fluid saturated porous media. The aim
is to compare two approaches suitable for wave analysis in periodic structures. The homogeniza-
tion-based method provides macroscopic models and relies on scale separation, such that the
wave length should be much longer than the heterogeneity size. The method based on the
Bloch-Floquet theory is applicable for analyzing plane wave propagation in infinite continua
only, but enables to capture also effects of Bragg’s scattering. Application of these two methods
for computing the dispersion curves of the two-phase media with deformable and rigid skele-
tons is discussed in the context of two kinds of porous media: 1) deformable fluid-saturated
porous media described by the Biot model at the mesoscopic scale, 2) waves in fluids satu-
rating rigid porous structures. Computational studies based on the Bloch wave decomposition
were performed for numerical models obtained using the finite element discretization of the
corresponding problems imposed in the representative volume element. The results presented
in terms of dispersion curves are compared with analogous results obtained using the homoge-
nized models providing directly the shear and pressure wave responses.

Waves in deformable fluid-saturated porous media. The mathematical model governing the
wave propagation in fluid-saturated porous media (FSPM) made of an elastic solid skeleton
whose pores constitute a connected pore network was first proposed by Biot [2]. It is well
known that, in (mesoscopically) homogeneous media in Rn, there are n + 1 principle modes
of plane waves propagating as the n − 1 shear waves (S), fast quasi-compressional waves (P1)
and slow quasi-compressional waves (P2), cf. [7] and [6], where the homogenization based
approach was reported. For the rigid double porosity media, the dispersion properties of the
homogenized model were considered in [3], whereas the single porosity model was obtained
in [4]. In this paper, we consider FSPM governed by the Biot model relevant to a mesoscopic
scale whereby the material coefficients oscillate with a given spatial period. To analyze the
wave propagation in such media, as an alternative to the homogenization based approach, we
have derived a formulation based on the Bloch wave decomposition which yields a quadratic
eigenvalue problem for complex wave numbers within the first Brillouin zone associated with
the periodic structure.

Waves in fluid saturating rigid periodic scaffolds. We consider acoustic waves in a com-
pressible fluid saturating rigid porous periodic structure. Models of homogenized media, cf. [1],
were derived for two types of fluids and flow regime: a) acoustic fluid (inviscid), b) vis-
cous fluid, but no convection flow. Obviously the case a) leads to the homogenization of the
Helmholtz equation. Using homogenization in the case b) leads to the dynamic permeability
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For these kinds of homogenized media, the dispersion curves are presented and compared with
corresponding results computed using the Bloch wave decomposition.
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The Manual Material Handling (MMH) of loads is considered worldwide one of the main 

components in musculoskeletal disorders in various industries, which also carries a high cost 

[1]. Prior research has shown that there are limited studies comparing different bodily 

characteristics for both genders during MMH [4] and that individuals severely obese are in 

greater risk than normal weight individuals when performing a MMH task [5].  

A total of 37 subjects were assessed for this study, each subject signed an informed consent 

form and anthropometric measures were taken in addition to age, weight, and height, using a 

skinfold caliper. Table 1 summarizes the somatotype (endomorph: soft round body type, 

mesomorph: athletic body type) data according to each gender, based on Heath-Carter formula.  

Table 1. Average (standard deviation) of the participants according to their somatotype 

 Mesomorph (athletic body type) Endomorph (gain weight easily) 

Gender Male n=16 Female n=10 Male n=3 Female n=8 

Age (years) 23.50 (3.69) 22.30 (2.54) 21.33 (2.52) 21.71 (1.11) 

Weight (kg) 68.51 (5.77) 63. 17 (13.43) 78.97 (5.44) 64.31 (11.15) 

Height (cm) 171.33 (6.89) 159.63 (5.29) 175.87 (2.11) 162.41 (5.45) 

BMI 23.26 (1.73) 24.66 (4.33) 25.51 (1.19) 24.23 (9.14) 

FAT % 19.21 (0.04) 22.68 (0.04) 24.46 (0.01) 33.39 (0.00) 

The kinematic data were recorded with Qualisys motion capture system (Stockholm, 

Sweden), with 8 Miqus M1 and 1 Miqus Video cameras, at 150 frames per second. A total of 

57 passive markers were used. The data was analyzed and processed on Visual 3D software (C-

Motion, Inc, MD, USA), using an inter-linked segments model. The kinematic data was 

processed and filtered using a fourth-order, bidirectional, low-pass Butterworth filter, with 

cutoff frequencies of 6 Hz. 

A 15.0 kg load was lifted from a height of 15 cm above ground level and unloaded at 

shoulder height (relative to each person), the load was lifted twice, with an interval of 30 

seconds between each series. In addition, two different lifting conditions were carried out, 

without any instructions (free condition) for each participant, and then with specific instructions 

(instructed condition) for an appropriate MMH, based on [2] and [3].  

Endomorph female participants presented an increased trunk-lab angle during the free 

condition compared to instructed trials (74.50° vs 49.39°, respectively, t = 4.48, df = 10, 
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ᴘ < 0.05, r = 0.82). In the case of female mesomorph participants, trunk-pelvis and trunk-lab 

angles were higher for the free condition compared to the instructed trials (r = 0.79, r = 0.82, 

respectively), and on the contrary knee and ankle joint angles were lower (r > 0.50 in both 

cases). Fig. 1(a) shows this situation in a schematic representation from one of the participants 

for both conditions.  

a)     b)  

Fig. 1. a) Lift start visualization for one endomorph female, instructed (left) vs. free. b) Inter-somatotype 

differences for the 15-kg load on instructed trials, endomorph (left) vs. mesomorph  

A similar behavior was presented on mesomorph male participants, where knee, hip, trunk-

pelvis and trunk-lab angles were significantly different (t = 4.35, df = 24, ᴘ < 0.05, r = 0.66; 

t = -3.17, df = 24, ᴘ < 0.05, r = 0.54; t = -3.13, df = 24, ᴘ < 0.05, r = 0.54, and t = -4.42, df = 12, 

ᴘ < 0.05, r = 0.79, respectively). Endomorph male participants did not show any statistical 

differences. 

Concerning inter somatotypes differences (mesomorph vs endomorph) for the instructed 

condition, no differences were found from a statistical point of view (p > 0.05). Nevertheless, 

male mesomorphs bent more the hips (106.86° vs 88.00°) and presented a more extended trunk-

pelvis angle (-33.17° vs -56.20°), though mesomorph male participants performed a marginally 

more extended trunk inclination (42.94° vs 46.53°). Fig. 1(b) exhibits inter-somatotype 

differences. This might be attributed to a stronger body composition on mesomorph participants 

compared to endomorph. 

In conclusion, when subjects executed free trials, they bent their knees less than following 

lifting instructions, leading to a greater trunk inclination to reach the load. On the other hand, 

despite instructions were given, small inter-somatotypes variations were found in instructed 

trials, however, these differences were not significant.  
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This paper is generally focused on modelling of aerodynamics with motion in computational 

domain. Basic approach to modelling of domain zones motion using so called “sliding-mesh” 

method and setting relevant boundary conditions for simulate calculations are described. 

These engineering cases were selected: CFD simulations of the hydrodynamic situation 

around the model of moving control rods and CFD simulations of the aerodynamic situation 

in the tunnel through which a train pass. Results of simple case studies of trains riding 

through a tunnel are showed. Relationship between the resulting values of CFD calculations 

and values mentioned in standards and other rules determining the operating condition in 

tunnels are discussed. 

Modelling of aerodynamics with a motion in the computational domain is a problem 

where separate domain parts move relatively to each other. The relative motion of stationary 

and moving components of domain generates transient interactions and time dependent 

aerodynamic load. This motion can be translational or rotational.  

One possible approach how to simulate “motion in domain” is the method of “sliding-

mesh” which is often used in CFD simulation of aerodynamics [1]. This method is based on 

the motion of one or more moving zones relatively to stationary non-moving zones. 3D-case 

domain includes moving/stationary zones as volumes with “unchanging shape and size” and 

non-deforming computational mesh in domain.  

The “sliding-mesh” modelling is used in many applications of engineering praxis: 

- rotating machines, turbines, compressors, fans, 

- control valves, 

- control and nuclear fuel rods, 

- moving and passing vehicles. 

Important part of the “sliding-mesh” setup model is the “interface-zone”. Each domain 

cell zone is bounded by at least one “interface zone”. These cell zones slide (rotate or 

translate) relatively to each other along the mesh interface in discrete steps during the 

calculation. 

Basic setup of “sliding-mesh” models is common and consists of several main steps 

(moving/stationary zones, interfaces, time-dependent solvers, etc.). Each “sliding-mesh” 

model application is different in many details corresponding to the particular engineering 

case. Size and dimensions of domain, types of mesh elements, boundary layer requirements, 

boundary conditions, medium materials (aero/hydro) or time background of model play 

important role and have significant influence on other parameters of the calculation setup. 

Time management of calculation is often crucial because choice of time-step size, number of 

time steps or number of iterations per time-step affect the process of convergence of the 
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calculation. Of course, set-up parameters of currently solved task are always very different 

from others cases. 

Simulation of the slow motion of a control rod in channel was chosen as the first 

illustrating case from engineering praxis. Small cylindrical rod was shifted in shaped channel. 

Domain dimensions size were several millimetres, high-pressure water was used as the 

surrounding medium, rod shifts several millimetres. The pressure load of the rod was 

investigated as the main result of simulation.  

The simulation of train aerodynamics in tunnels was chosen as the second illustrative 

example from the engineering praxis. [2]. This category of tasks contains wide variety of ride 

regimes to simulate: the train enters the tunnel, the train rides through the tunnel and passing 

and crossing trains in the tunnel (at various speed, various shape of tunnel, various types of 

trains – loco, electric/motor-unit, etc). Results of simulations allowed us to judge the 

aerodynamic influence of moving vehicles or influence of a moving vehicle to the 

surroundings and then to examine: 

- the design of a train shape, 

- the aerodynamic load of a train body or its parts, 

- the influence of the riding train to the surroundings, 

- the design of the tunnel and tunnel portals. 

The setup, post processing and the result analysis of these tasks correspond to the 

requirements given by standards or ride regulations (e.g. maximal running speed, line speed) 

of pressure strain of train parts, tunnel and surroundings. The graph of the time-dependant 

value of pressure on front part of the moving locomotive or the graph of the time-dependant 

value of pressure in fixed point along the railway tracks are often used as relevant results. 

It should be noted that other approaches to model a “motion in domain” is to use the 

method of “dynamic-mesh” with deforming meshes of moving zones [1]. The “dynamic-

mesh” model allows us to move the boundaries of a cell zone relatively to other boundaries of 

the zone. Simulations of aero/hydrodynamic situation in the model as “moving piston in 

cylinder” are typical engineering cases for this method. 

Conclusion of this extended abstract is simple: CFD simulations allow us to model 

engineering cases with “complicated” aerodynamics when one or more parts of computational 

domain are in motion. The methodology of the simulation itself is clear, but it should be noted 

that the approach how to compare the results to the requirements of standards is not. It should 

be clearly defined what monitoring is required, which aerodynamic loads should be studied 

and how and where they act. 
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Optimized Wang Cubes for reconstruction of  
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D. Šedlbauer a 
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The term (re)construction of either 2D or 3D random heterogeneous material models used to 

be linked with the traditional concept of the Periodic Unit Cell (PUC). Unfortunately 

principles of the PUC approach with periodic boundary conditions are in direct conflict with 

definitions of randomness and heterogeneity. Few years ago a group of researches started to 

reduce consequences of this approach by utilization of the Wang tiling concept [3], which 

allows us to create aperiodic planes/spaces with relative small set of Wang Tiles/Cubes. This 

contribution deals with an upgrade of methods for generation of Wang tiles based on 

molecular dynamic algorithms. We will focus on 3D material samples representing domains 

with impenetrable hard spherical particles of identical radii in a matrix. 

The main building block for tiling in 3D, Wang cube, can be described as a cube with 

different codes (information) on walls allowing compatibility within tiling process. The 

stochastic CSHD algorithm [1] is applied, since for material engineering there is no need to 

create strictly aperiodic samples. We consider the smallest set of Wang cubes based on two 

possible types of codes on walls for each of axis x, y, z in coordinate system. This assumption 

together with stochastic principles of tiling form basic set of sixteen Wang Cubes, Fig. 1. 

 

Fig. 1. Principles of stochastic tiling, basic set of 16 Wang Cubes 
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In previous works [2] a dynamic algorithm was used for generation of Wang cubes in 

order to efficiently prevent particles overlapping. Here particles collide from each other and 

rebound from walls of Wang cube volume border parts. Every single cube of the set was 

divided into six border and one central box to meet requirements for both tiling principles and 

particle volume fraction. Despite the reduction of unwanted periodicity in comparison with 

the PUC concept, approach with the cube volume division leads to secondary periodic peaks 

in lower order statistic description. In this contribution we present a significant upgrade of 

dynamic algorithm based on adaptive walls, Fig. 2. 

 

Fig. 2. Simplified comparison of algorithms for Wang Cubes generation: Wall volume borders vs Adaptive Walls 

In Fig. 2 are shown only two representatives of the set with just codes in x, z axis and with 

only two particles to keep visual comparison clear for the reader. In the first case particles in 

border volume parts have to be copied to all cubes with appropriate code on wall. On the 

other hand with adaptive walls there is a master cube, where the particle forms the wall 

deformation. The walls on slave cubes with the same code then only follow the deformation 

without copying particles from the master cube, which increase heterogeneity of the tiling. 

This contribution briefly introduced Wang tiling for reconstruction of 3D random 

heterogeneous material domains. Described modification of algorithm for Wang cubes 

generation together with particle swarm optimization method reduce unwanted secondary 

artefacts in lower order statistical descriptors. All of these improvements represent promising 

ways how to get closer to heterogeneous material models of required properties as 

fundamentals for various fields of material engineering. 
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The paper deals with the optimization of active vibration suppression of plate demonstrator 

equipped by regular grid of 5x5 actuators and their collocated 5x5 sensors realized by planar 

piezo patches [1]. Robust H-infinity design with fixed order controller of predefined structure 

and LQR design using implementation with the states observer have been investigated. The 

influence of different boundary conditions (examples in Fig. 1) of the plate to efficiency of 

different control law concepts is the main topic of research. The ideal target is an easy tunable, 

scalable, active vibration suppression control law, defined by a limited number of independent 

parameters and optimized dominantly based on the local dynamical properties of the compact 

actuator-sensor-matrices and only finally tuned taking into account the particular global 

mechanical configurations (e.g. boundary conditions).   
 

        
 

a)  cantilever active plate                                        b) “free” active plate 

Fig. 1. Plate demonstrator with grid of piezo patches as actuators and sensors 

H-infinity synthesis with predefined controller structure is frequency-domain optimization 

method for controller tuning. HIFOO solver [2] or hinfstruct function in Robust control toolbox 

in MATLAB have been the first method used for solving this task. Simulation model of the 

plate equipped with 25 actuators (control inputs 𝑈𝑖) and 25 collocated sensors (measured 

outputs 𝑌𝑖) has been used for design and validation of selected control laws. They are designed 

using the H infinity structured optimization methodology to attenuate resonant modes of this 

flexible structure. The local controllers were considered in simple decentralized form 

 𝑈𝑖 = −𝑘𝑖𝑌𝑖 = −𝑝𝑖
𝑠

𝑠+𝑓𝑐
𝑌𝑖 , (1) 
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Fig. 2. Example of Bode diagram for H-inf decentralized feedback control 

or in more complex form, where the control action applied to each patch depends also on 

measured outputs at the neighboring sensoring patches. Example of achievable results are 

presented in the form of Bode diagram (Fig. 2). 

The second variant of the control law has been synthetized using well known LQR method 

with a state observer using sensory piezo-patches outputs. The achievable results have been 

comparable with the fixed order H-inf strategy. The different variants of excitation/disturbance 

have been considered and tested. The limits of control voltage of actuators have been taken into 

account using penalization matrix. The comparison of response of original and actively damped 

cantilever plate is in Fig. 3 for chirp excitation/disturbance by couple of perpendicular piezo 

patches no. 13 and 14. The control design using both mentioned techniques and the verification 

experiments are still in intense development. 

 

a)  response of original system                    b) response with feedback control 

Fig. 3. Example of simulation time responses of all piezo-patch sensors to chirp excitation 
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Adaptive mesh refinement and domain decomposition. Adaptive mesh refinement is an impor-
tant part of solving problems with complicated solutions or when a prescribed accuracy needs
to be achieved. In this approach, solution is found on a given mesh and its local error is es-
timated. Regions where the estimated error is high are then refined to improve the accuracy,
and the solution is recomputed. This strategy leads to accumulation of degrees of freedom to
regions with abrupt changes in the solution, such as boundary or internal layers.

The growing size of the problems, especially in 3D, more and more often requires solving
these on a parallel computer. To this end, partitioning of the computational mesh into subdo-
mains is required. If the partitioning is not adjusted to the new meshes in the adaptive process,
large imbalances in subdomain sizes quickly emerge, and utilization of the parallel computer
becomes inefficient.

A viable way to maintain the subdomain sizes balanced is repartitioning using the space-
filling curves, which maintains approximately equal number of elements in each subdomain.
Such approach is offered by the p4est library [1]. However, this repartitioning strategy typically
produces subdomains composed of several disconnected components.

Another important ingredient of simulations based on FEM is the solver for the arising
system of linear equations. A good match for a parallel computation is using a domain de-
composition method, and a recent member of this family is the multilevel Balancing Domain
Decomposition based on Constraints (BDDC) [2, 4]. This method is implemented in our paral-
lel solver BDDCML1 [5].

We have developed a custom implementation of the FEM to study the impact of the special
structure of the subdomains created by the p4est library on the BDDC solver. Disconnected
components of subdomains are detected using subdomain mesh graphs while hanging nodes
are incorporated naturally into the computation by the non-overlapping domain decomposition.

Numerical results and discussion. The solver has been applied to a number of benchmark
Poisson and linear elasticity problems. The problem geometry was a unit cube in all our ex-
periments. These experiments were performed using up to about 1 billion unknowns and 4 096
CPUs of the Salomon supercomputer at the IT4Innovations supercomputing centre.

In the first set of experiments, we have generated a mesh refined in several predefined re-
gions. The behaviour of the solver was compared to uniformly refined meshes resulting in
approximately half of the iterations, yet comparable in time to solution.

1http://users.math.cas.cz/˜sistek/software/bddcml.html
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Fig. 1. A benchmark for a parallel adaptive computation: visualization of the exact solution
(left), adaptively refined mesh partitioned into subdomains (middle), and convergence of the
H1 norm of the error on 2048 subdomains for different polynomial orders (right), adaptive
(colour lines) vs. uniform (grey lines) mesh refinements.

The next experiment was running a benchmark adaptive computation, see Fig. 1. This test
was performed for the Poisson problem using linear, quadratic, and fourth-order finite elements.
The solver has allowed us to verify the convergence rate for problems refined up to 1 billion
unknowns using 2 048 subdomains (and CPU cores). More details can be found in our paper [3].
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Van der Pol introduced a solution of the self-oscillations of spring suspended body siting 

upon the uniform velocity moving rough conveyor belt in 1934. Friction between body and 

conveyor belt was non-Coulomb, which characteristics has negative slope in the certain 

interval – see Fig. 1. This classic problem, which is introduced in lots of non-linear vibrations 

related textbooks, motivated several works (see [1, 2, 3, 5]) whose refer to the fact that 

solution leads to the same equation (such as pin rotating in hub). Chernikov in [3] 

demonstrates that transformation of one-axis gyrostabilizer self-oscillations lead to the same 

equation in certain case. Mentioned Chernikov’s work motivated us to analyze self-

oscillations of two-axis gyroscopic stabilizer with non-Coulomb friction in the axis of 

stabilizer outer gimbal caused by uniform rotation speed of the stabilizer base. 

 

0 31

3( ) sign +TM f d d         (1) 

Fig. 1. Non-Coulomb friction characteristics  
 

Similarly to Chernikov, we base our analysis on the system simplified as much as 

possible, using the following assumptions: 

1. Mechanical system is in basic configuration – axes of gimbals are mutually 

perpendicular and horizontal, while flywheel’s axes are vertical. 

2. Correction and compensation feedbacks are deactivated – so that skew symmetric 

matrix of non-conservative forces is zero. 

3. All gimbals and flywheels are static and dynamic balanced. 

4. Flywheels angular momentum is sufficiently high. 

Routh equations of motion are: 
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     (2) 

where a11 to a44 stand for algebraic functions of moments of inertia, H stands for angular 

momentum of the flywheels, MTi are for dry friction torques and 0  stands for a constant 

rotation speed of the stabilizer base. Second third and fourth equations have first integrals. 

According to Merkin [4], roots of characteristic polynomial are divided into two groups – 

nutation and precession, if angular momentum H is sufficiently high. But in spite of the 

absence of non-conservative positional forces (so called radial corrections), roots of the 
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precession motion are identically zero. The only torque acting on the system is non-Coulomb 

friction in the first Eq. (2), which describes a motion of the outer gimbal. Thus the 

characteristic polynomial of the system Eq. (2) with no damping has two pairs of the pure 

imaginary roots whose imaginary parts represents the nutation frequencies. 

Discontinuity at zero mutual velocity and a cubic part of the non-Coulomb friction torque 

characteristics Eq. (1) are the only nonlinearities in the system. We are tackling this 

nonlinearity using a harmonic linearization method, similarly to [3]. We are assuming that the 

frequency of the self-oscillations will be close to one of the natural frequencies. We can 

determine the amplitudes of the self-oscillations using the condition of the real part of 

characteristic polynomial root of the system with a linearized damping force to be identically 

zero at the natural frequency. 

  
Fig. 2. Phase trajectory of outer gimbal with respect to 

inertial system – amplitudes reaching a limit cycle 

Fig. 3. Phase trajectory of outer gimbal with respect to 

inertial system – asymptotic stable 
 

 

Limiting ourselves on the semi-trivial solution (assuming motion only with one frequency) 

and using table of the non-Coulomb friction characteristics according to Chernikov [1], we 

can show, by the numeric simulation of the system Eq. (2) , e.g. Fig. 2 and Fig. 3, that the 

phase trajectories of the motion for the certain setting of base rotation speed 
0  are 

converging to the limit cycle and their amplitudes corresponds to the approximate solution of 

the linearized system. This can be considered as a proof of the self-oscillations existence. 
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Although a significant number of service failures occur due to the fatigue crack propagation 

under mixed-mode loading conditions, this area is still relatively unexplored [3]. That is why 

study of mixed mode fatigue crack propagation has become much more relevant recently. The 

mixed mode crack behaviour is also the subject of this paper. It is focused mainly on 

numerical modelling of cylindrical fatigue specimen containing small cracks, loaded under 

mixed mode conditions. The simulation results are needed to successfully evaluate 

experimental measurements of crack propagation in the cylindrical fatigue specimens made of 

the austenitic stainless steel 316L. Some of the experimental data are also presented in this 

paper. Comparison of mixed mode results and pure mode I data is also carried out. 

 
Fig. 1. Meshed model with boundary conditions and details of mesh 

It is important to note that cracks that are dealt with in this paper belong to short cracks 

area of fracture mechanics [4]. In case of short cracks, large scale yielding conditions at the 

crack tip are typical. Therefore, linear elastic fracture mechanics cannot be applied [2] and 

non-linear fracture mechanics approach has to be used. Therefore, in our case, the parameter 

describing the fatigue crack growth rate is the plastic part of the J-integral, see [1].  

A numerical model of the cylindrical fatigue specimen with cracks was set up to calculate 

J-integrals of cracks at several crack lengths. An important aspect of numerical model 

concerning fracture mechanics was the quality of the mesh. Very fine mesh had to be created 

in the close vicinity of the crack tip. Meshed specimen with boundary conditions, zoomed 

Numerical simulation of a cylindrical fatigue specimen loaded

under mixed-mode conditions
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details and cross sections can be seen in Fig. 1. The boundary conditions of the model were 

set up to simulate torsional loading. Upper surface was loaded by structural displacement – 

rotation around Z axis (see Fig. 1). Bottom surface was fixed.  

The numerical model was solved twice for every crack length – at first using a simple 

linear elastic material model and then again with an elastic-plastic multilinear model based on 

cyclic stress-strain curve of the 316L steel. After solving the numerical models, J-integral 

could be calculated along the crack front. The plastic part of J-integral was evaluated as the 

difference between J-total (elastic-plastic problem) and elastic part of J-integral (linear elastic 

problem). Finally, the results of the simulation were used to calculate plastic part of J-integral 

of crack lengths measured in the experiments on real specimens. Plastic part of J-integral was 

then used for description of crack growth rate and compared with pure mode I data, see Fig. 2. 

Fig. 2. Comparison of crack growth rates for mixed mode (purple, green) and pure mode I (black) 

Conclusion: Numerical model was created in order to calculate the J-integral, which was 

afterwards used for description of the crack growth rate under mixed mode loading. Results 

were compared with pure mode I data [1]. Two sets of data with equivalent strain 0,41% and 

0,55% was calculated. Obtained data indicate a significant amount of similarity compared to 

the pure mode I results. 
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Using dry friction couplings (so called tie-bosses) between the blades in turbine rotors can be
used to suppress dangerous resonant vibrations of turbine blades and it has been studied on our
institute on various models [1, 3].

Experimental setup of three-blade bundle was built along with bladed wheel [2]. The first
set-up of the bundle was with blades turned 45 degrees to the disc plane. In that case the
deformation of the blades causes turning of the ends of tie-bosses and edge contact together
with multi-directional slip occurs. The experimental set-up was simplified herein so that the
blades are parallel to the disc plane and in-line slip occurs. Although single electromagnet was
used to excite the system, the first mode of vibration with no slip in tie-bosses just occurred.
In case of bladed wheel, all blades have coupling through tie-bosses with neighbouring blades
which stiffen them and raise their eigenfrequency. In our case, a mistuning by reducing mass of
side blades caused similar behaviour. Steel to steel contact pair was used for the first tests.

Analytical non-linear model of three-blade bundle has been created in Simulink to study
the effect of dry friction on system damping. Each blade is represented by single-DOF element
connected with Kelvin-Voigt element to another single-DOF element representing part of the
disc. That part of the disc is connected to the frame and neighbouring disc parts also with
Kelvin-Voigt elements. Between neighbouring blades a friction coupling consisting of serially
connected dry friction element and spring was used [3].

Parameters of the Simulink model were tuned so that the resonance amplitudes of the middle
blade during sweep excitation from 30 to 70 Hz for 60 s with measured peak of excitation force
3.8 N with open tie-bosses (with no friction force) and closed tie-bosses (with high friction
force so that no slip occurs) match with the experiment as can be seen on Fig. 1.
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Fig. 1. Comparison of resonances during sweep excitation from experiment and simulation
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Parameters are following: mass of the side blades 0.473 kg, mass of the middle blade 0.908
kg, stiffness of the blades (measured on experimental set-up) 6 300 N/m, damping coefficient of
the blades 2.2 Ns/m, mass of the disc parts 0.7 kg, stiffness of the disc part to the frame 2× 106

N/m and to the neighbouring disc part 4×106 N/m, damping coefficient of the disc parts 0 Ns/m
and stiffness of the spring serial to the friction element 2× 105 N/m. Coulomb friction law was
used in the friction element.

Simulation responses on sweep excitation with various friction forces is shown on Fig. 2.
Dashed line shows resonance peak of the system with closed tie-bosses. Allowing system to slip
by reducing friction force, the resonance peak is being cut off till the amplitude of the middle
blade reaches it’s minimum for friction force around 2 N and by further reduction of the friction
force the open-contact resonance arises.

Dash-dotted line on Fig. 3 shows measured data from the experiment with pre-stressed con-
tacts. It corresponds with the simulation data with friction force 2.4 N.
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Fig. 3. Comparison of experimental and sim-
ulation results for Ft0 = 2.4 N

The first results show very good agreement between experimental results and those from
analytical model. According to the simulation, ideal friction force for this setup is 2 N and for
excitation force 3.8 N it reduced the maximal amplitude 20x (from 5.24 to 0.26 mm) compared
to open-contact resonance and 7x (from 1.82 to 0.26 mm) compared to close-contact resonance.
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Influence of the pilot on the modal parameters of the control 

system lightweight aircraft 
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This paper is focused on creation of experiment and experimental determination of pilot 

influence on the modal parameters of the longitudinal mechanical control system of 

lightweight aircraft. There are some publications which describes pilot response and traffic 

delay in relation to flight dynamics. Several studies on the description of the pilot's muscular 

activity have been published. The paper [1] deals with the recent studies of the human 

controller. At first describes linear models of human controllers, discus results of linear model 

studies, next describes nonlinear models like “bang bang” model for high-order system. The 

paper [2] deals with the lumbar muscular activity during real flight conditions, using surface 

electromyography sensors. With focus on type and duration of flight, type of helicopter, pilot 

dimensions. The paper [3] deals with vibration of helicopters during flight at very low 

frequencies 0.315-5 Hz. The paper [4] discusses mathematical models of human pilot 

behaviour at low frequencies till 1.6 Hz. Publication [5] describes influence of muscle 

responses in higher frequency up to 300Hz in relation to heavy tools such as drilling machine, 

drilling hammer, jackhammer. Main aim is description of influence of pilot arm on dynamical 

characteristics mechanical control route in the frequency range 1-70Hz. Determining where 

pilot´s properties are among the test boundary conditions of free and blocked control.  

Test setup: During experiment pilot was sitting on the chair and hold the control stick. On 

the scheme are control stick, wrist, elbow and shoulder moving parts, other are without 

moving. On the pilot arm was placed seven sensors for measuring muscle activity. Measured 

muscles were brachialis, brachioradialis, biceps long head, biceps short head, triceps medial, 

triceps long head and triceps lateral. This measuring of the muscle activity called 

Electromyography (EMG) and usually is used for medicine purposes. On the control stick was 

placed three one-directional piezoelectric accelerometers from Bruel and Kjaer company with 

14g range (position 2) on the frame and 71g range on the moving control stick (position 1,3). 

Point 4 wasn´t measured, dimensions are in millimeters. On the shaker was placed forcemeter 

from Bruel and Kjaer company. 

 
 

Fig. 1. Experiment layout Fig. 2. Control stick scheme 
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Few boundary conditions were defined for this experiment. First one is a standard holding 

of control stick by a pilot. This boundary condition attempts to simulate the standard holding 

during balanced steady state flight with minimal or zero forces in control.  

The second boundary condition is a state in which pilot tries to supress or minimize the 

movement of control stick within the range of vibration. Next boundary condition is a level of 

amplitude of excitation signal 1V, 2V, 3V. 

The experiment was done with few types of excitation signals exactly sinesweep with 

linear and logarithm distribution and random burst. Excitation signal has frequency range 0.5-

75 Hz. Sampling frequency was 1024 Hz, duration of one sample was 32s. Useful bandwidth 

was 400 Hz and has 32768 spectral lines.Measuring was done few times, first block was 

measured without averaging and it was done 3 times with the same boundary conditions. 

From this type of measuring we obtain EMG data. For calculating transfer function (further 

TF) from accelerometers and forcemeter we used data from averaged measurement.  The 

setup of averaging was 66.6% of overlap with 12 averaging which consist of 5 full samples 

length. 

 
Fig. 3. Measured frequency response functions 

 

Fig. 3 shows that there is some change in the measured TF when changing the amplitude 

of the excitation signal of “standard holding”. This change is not so clear on the second 

boundary condition “fixed holding”. A major change in the TF occurs in the case of a change 

of the handle type of the control stick. At higher frequencies, it is obvious, that the pilot is 

unable to suppress the movement and the TF is closer to the TF of the “standard holding”. 

Measured data was postprocessed. The obtained postprocessed data was used for creation 

of a state-space model of description human pilot operator. State space model was created by 

using subspace method without disturbance matrix.  
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Development of a personalized musculoskeletal human shoulder
model
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Musculoskeletal disorders of the upper extremity are extremely common and one of the major
causes of disability, sickness absence and health care usage worldwide [3]. In fact, muscu-
loskeletal conditions is the most frequent cause of disability severely affecting individuals’ daily
lives [2]. With an ever growing and aging population, number of diseases typical for elderly
people is expected to increase. To address these issues, detailed knowledge of the human body
biomechanics is essential.

The aim of this study is to contribute to the development of personalized musculoskeletal
human shoulder model for the prevention, therapy and rehabilitation strategies. Namely, we
participate in the development of the virtual shoulder model in the AnyBody Modeling System
(AMS). This model consists of bones that are interconnected via kinematic joints, muscles with
corresponding tendons and ligaments. The bones are considered as rigid bodies. Each muscle
with corresponding tendon is represented with several virtual elements in the model that are
usually referred to as lines of action. These lines are considered as hill-type models and allows
for the active motion of the model as a whole. An important task in the model development is
setting realistic muscle paths in order to predict accurate acting forces and moments. To achieve
that, artificial obstacles are used in the AMS model to avoid unreal muscle shapes and excessive
sliding. Namely, the torus obstacle method is used [1]. It means that for each muscle line, tori
obstacles are defined. The path is then given as a shortest connection of muscle attachments,
closely wrapping the torus surface. Hence, the key issue of the model development is to define
proper position and radii of each torus obstacle. These parameters differ in general for different
individuals. The aim of this study is to develop methodology for setting the parameters of
tori obstacles based on magnetic resonance imaging (MRI) of a particular shoulder. That is,
patient-specific approach is adopted.

The shoulder of a patient is investigated using MRI to obtain anatomy data regarding gleno-
humeral joint and relevant muscles, see Fig. 1. In fact, we use standard MRI scanning of a
shoulder that is common in medical practice. To process these data, semi-automatic tool has
been developed. It enables us to identify individual bones and muscles. In this particular ap-
plication, we use it to identify humerus and the deltoid muscle. Consequently, we create a 3D
geometrical representation of these tissues.

The deltoid muscle is represented in the model with several lines of action. To obtain these,
section cuts of the 3D geometrical model of the deltoid muscle in corresponding planes are per-
formed. For each section, centerline of the muscle is obtained, see Fig. 2. Here, the centerline
is depicted as a green line. The crucial task is to represent this centreline with the line of action
within the musculoskeletal model using a torus obstacle. In fact, an optimization method is used
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Fig. 1. MRI scan of a shoulder
(frontal plane).

Fig. 2. The best fit of virtual muscle line (red) and
a real centerline from MRI image (green) and the
corresponding torus obstacle (black)

to find the parameters of the torus obstacle (position and radius) in order to find the best fit of the
virtual muscle line and the real centerline. The result is depicted in Fig. 2. The virtual muscle
line is depicted as a red line. The section of the corresponding torus obstacle is also depicted
(black circles). The virtual line passes through the torus which has a zero inner diameter in this
case.

The optimization process is done for each section cut. Hence, virtual lines of action and
corresponding parameters of tori obstacles in terms of radii and positions are obtained. These
are used as an input data for the musculoskeletal model of a shoulder in AMS. The proposed
process is based on a patient-specific anatomy data. Hence, it contributes to the personalization
of resulting musculoskeletal model.
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This paper is focused on the field of rail vehicles passive safety. The really intensive research 

was dedicated to the safety tram front end design in last two years. The main point of this 

research is to reduce the severity of the consequences of a collision between tramway and 

pedestrian.  

The collision of pedestrian and tramway is complicated problem. Some interesting 

researches were published early before the interest of European rail industry. The work has 

tended to a new tram safety systems, proposal from the pedestrian, passenger and driver 

points of view. [1] Today the most interesting researches were published by the “Technical 

Agency for ropeways and Guided Transport Systems” [2]. This is connected with the 

preparation of a new regulation. The collision scenario is based on statistical research and 

moreover the local research in Czech Republic is in the agreement with these statistics. The 

statistic of accidents is important for the definition of boundary conditions. The testing 

collision scenario consists of the tramway with the initial velocity equalling to 20 km/h, the 

initial position of the pedestrian with respect to the front-end of tram. The monitored value of 

the pedestrian is HIC (Head Injury Criterion) with its maximum threshold value equal to1000. 

The research is more focused on the tram design and less on the road (which can also produce 

several injuries by secondary impact of pedestrian). However, this is not a case of this 

research and it cannot be solved by the tramway producers. The result of pedestrian collision 

is most influent by geometry and material of the tram front-end. 

For assessment of influence of tram geometry, it is necessary to investigate in the 

numerical simulations with different shapes of tram face. To avoid some unpredictable 

stochastic phenomena, it would be best to provide simulations with maximum number of 

possible geometries. One possible approach is to simplify the tram front-end design to the 

discreet description. The tram face can be divided to the finite number of linear flats with the 

finite number of positions [3]. Each flat has its own stiffness, damping and slope (inclination 

angle) definition. This approach is not as perfect as continuous reality, because the number of 

variants increase rapidly (1), but it can evaluate the safety of most geometries, where some of 

them are quite unpredictable. 
 

   , (1) 
 

where the constant n is number of bodies and r is number of possible positions for each body. 

From this simple formula (1) it is obvious then the computations cannot be provided manually 

although this approach leads to the fast rigid body simulations.  

With advantages of numerical software Virtual Performance Solution and its module Pam-

Crash (which allows implement the python code to the input file), the simulation with next 

partition can be prepared. The main input file (*.pc) contains the minimum necessary settings 

and python variables for the geometry definition. This input file consists of another include 
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files (*.inc) with Multibody systems definitions (Human body model Virthuman, the ground 

definition, and the tram front-end design). The last include file contains python code which 

can create the simply Multibody model of tram face with basic trigonometry transformations 

(with known python variables defined in main input file) at the start of simulation.  

This definition of simulation allows us to use another code for creating and running all 

possible variants of tram design. The first fast solution was prepared in Matlab which runs 

specific multibody computations on Linux based cluster through shell bash script (*.sh). The 

Matlab was selected cause its suitable and known possibilities to format text correctly and 

readable for Pam-Crash (close to Fortran syntax). Probably this work could be done with 

Linux shell script only (with significant effort) in the future. Although the multibody is not 

much suitable for parallelization, solving more of multibody simulations allows very simply 

parallelism. Each simulation can run in separate thread or node of cluster. This approach 

allows solver to finish optimization process in hours instead of days (on one CPU). The 

results of many simulations can be finally post-processed with Visual viewer scripts (*.tpl). 

 

        
 

Fig. 1. The Multibody simulation of pedestrian 

collision with variable tram shape 
Fig. 2. The influence of two variable angles on the 

Head Injury Criterion value 
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P. Steinbauer a 

a Department of Mechanics, Biomechanics and Mechatronics, Faculty of Mechanical Engineering, Czech Technical University in Prague 

Many types of engineering structures exhibit nonlinear behavior under real operating 

conditions, e.g. brake sequel and undesirable engine mounting oscillations. In the aerospace 

industry, nonlinear motions may have serious implications for fatigue life ([4]). Even modal 

properties of advanced materials (plastics, glass or carbon fiber composites etc.) exhibit non-

linear characteristic ([5]). In addition, current components are often lightweight, with thin walls 

and complicated internal structure.  

Experimental modal analyses is well known and widely used tool for FEM model 

verification, calibration and recently quality assurance as well. The range of measured problems 

increased. Components with some level of non-linearity are measured. The quality control 

requires rapid measurement set-up. Accurate determination not only eigen-frequencies and 

eigen-modes, but also modal damping is essential ([2], [3]). Source of excitation force is 

essential part of the measurement chain. Influence of the measurement set-up of the measured 

item needs to be minimized. This disqualify modal shakers. They have to be connected (by 

screws or glue) to the item and it adds artificial damping and measurement uncertainty. Bending 

torques and added stiffness substantially modify the modes. Classical modal hammers do not 

influence properties of measured item. However, their usage requires skilled worker, it is 

exhausting, thus unreliable and impact force varies extremely between measurements. 

Spatial vibration modes needs to be investigated accurately. So huge number of measured 

points (at least twice per highest mode wavelength) is necessary to mitigate spatial aliasing or 

mode shape misinterpretation. The scanning vibrometer allows automatic measurement of all 

measured points. But stable, robust, automatic excitation without influencing measured item 

used to be a problem.  

 

 
Fig. 1. Hammer structure 

The paper introduces automatic modal hammer, which ensures high repeatability of 

impacts, clean impacts without double hits and controlled impact force level. Mechatronic 

design (Fig. 1) is based on highly flexible beam holding impact tool with force sensor. This 

enables clear single impact as the drive can reverse motion. The residual vibrations of the beam 
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are suppreesed by input shaping control ([1]) of the backward hammer motion. On-line tuning 

and feedback control based on hammer accelerometer to compensate unknown coefficient of 

restitution. 

Fig. 2a shows functional prototype of the mechatronic modal hammer working together with 

3D laser Doppler vibrometer  Polytec. The setup enabled 17 hours of continuous experimental 

modal analyses measurement with impact excitation. Fig. 2b demonstrates spatial mode, which 

could hardly be measured accurately with modal shakers. 

  

Fig. 2. Mechatronic modal hammer working with 3D laser doppler vibrometer  (a), spatial eigen mode at frequency 

685,16Hz excitated by mechatronic modal hammer (b) 

The mechatronic modal hammer was designed and manufactured. Basic structure is 

relatively simple. However, suitable choice of mechanical parameters and smart control 

(feedback and feedforward) enables the device to achieve high parameter stability of impact 

excitation. The repeatability of the excitation force pulse is thus very high and long time 

measurement of experimental modal analyses is reliable and accurate. Furthermore, the 

mechatronic modal hammer is significantly cheaper then shaker. Mechatronic hammer 

installation is also very easy. This increases measurement quality, because several positions of 

excitation can be quickly tested to avoid modal nodes. 

Acknowledgements  

This research has been realized using the support of EU Regional Development Fund in OP 

R&D for Innovations (OP VaVpI) and The Ministry of Education, Youth and Sports, Czech 

Republic, project # CZ.1.05/2.1.00/03.0125 Acquisition of Technology for Vehicle Center of 

Sustainable Mobility and The Ministry of Education, Youth and Sports program NPU I (LO), 

project # LO1311 Development of Vehicle Centre of Sustainable Mobility. This support is 

gratefully acknowledged.  

References 

[1] Beneš, P., Valášek, M., Optimized re-entry input shapers, Journal of Theoretical and Applied Mechanics 54 

(2) (2016) 353-368. 

[2] Balmes, E., Wright, J.R., Garteur group on ground vibration testing, Results from the test of a single 

structure by 12 laboratories in Europe, OFFICE NATIONAL D ETUDES ET DE RECHERCHES 

AEROSPATIALES ONERA-PUBLICATIONS-TP, 1997. 

[3] Steinbauer, P., Němec, J., Modal testing as a tool for composite damage detection?, 33rd conference with 

international participation Computational Mechanics 2017 - Extended Abstracts, Pilsen, University of West 

Bohemia, 2017. 

[4] Worden, K., Tomlinson, G., Nonlinearity in structural dynamics, Boca Raton, CRC Press, 2000. 

[5] Youzera, H., Meftah, S.A., Challamel, N., Tounsi, A., Nonlinear damping and forced vibration analysis of 

laminated composite beams, Composites Part B: Engineering 43 (3) (2012) 1147-1154. 

116



Fast calculation of collapse load of shell structures
V. Štemberaa

aInstitute for Mechanics of Materials and Structures, Vienna University of Technology, Karlsplatz 13, 1040 Vienna, Austria

Numerical calculation of collapse load (limit load) of a structure, made of elastic-plastic mate-
rial, is often of practical interest. Standard approach is based on repetitive use of nonlinear finite
element calculation, where the collapse load is determined iteratively. However, more efficient
approach called finite element limit analysis (FELA) is possible. In this approach the collapse
load is searched as a minimum of a certain optimization problem.

Practical interest of the FELA was raised, when it was combined with the so-called second
order cone programming (SOCP). This combination firstly appeared in literature in first decade
of 21st century [1, 3], which made the FELA numerically very atractive. The FELA approach
has also some drawbacks, mainly the assumption of ideal plasticity and geometrical linearity.

Let us demonstrate efficiency of the FELA approach on a symmetrical steel frame struc-
ture proposed in [2], see Figs. 1 – 3. The table in Fig. 1 compares calculation times of both
approaches, which shows factor 34 in favour of the FELA approach. However, calculation ef-
ficiency is not the only benefit of the FELA approach – another one is high robustness of the
calculation contrary to typical slow convergence of the nonlinear plastic calculations, when run
near collapse load and when no hardening can be used.

Method Calculation time
FELA ([4]) 139 s

standard nonlinear FEM ([4]) 4692 s
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Fig. 1. Steel frame structure – problem sketch. Half of the structure is modeled due to symmetry
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0 1.015·10−5 2.03·10−5

Fig. 2. Steel frame structure – undeformed mesh and absolute value of velocity of the plastic
flow u is shown in colour. Structural deformation shows tendency of collapse

−19.1 −14.8 −10.4

Fig. 3. Steel frame structure – logarithm of the dissipation energy log(edis) is shown in colour.
Note the plastic hinge created under the right upper corner
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Modeling of the mechanical behavior of polymer hydrogels 

J. Štorkán a, T. Vampola a, M. Dušková-Smrčková b, K. Dušek b 

a Faculty of Mechanical Engineering, Czech Technical University in Prague, Technická 4, 160 00 Praha, Czech Republic 
b Institute of Macromolecular Chemistry, Czech Academy of Sciences, Heyrovského nám. 2, 162 06 Praha, Czech Republic 

Polymeric hydrogels are interesting materials for biomechanics applications. These materials 

can be used as carriers for the cultivation of different types of biological materials. Hydrogels 

exist in many species, differing in chemical composition. The chemical composition, together 

with internal topology and external geometry, defines mechanical properties of the polymer 

hydrogels. The topology of hydrogels is a porous structure. The shape and size of the pores is 

affected by their production. It is shown that the mechanical properties of the inner structure 

significantly affect to cell production. Therefore, there is area for research into the mechanical 

properties of hydrogels. The goal of the whole research is to be able to design a topology so 

that the resulting mechanical properties are optimal for biological materials cultivation. This 

article deals with FEM modeling of hydrogel as homogeneous body without internal topology. 

This involves problems with the non-standard behavior of the material model over models 

commonly used in machine practice. 

Hydrogels are very soft and flexible materials with a very great strains. Therefore, their 

material models are hyperelastic. The second significant feature of hydrogels is swelling. 

During production, they absorb the solvent. Mostly water. When swelling, the volume changes 

as long as a balance is established between the cohesive forces that hold the solvent in the 

material and the elastic forces that prevent the volume change of the body. This phenomenon 

is described by changing Gibbs' free energy, such as Flory-Huggins' formula (2). The overall 

change in Gibbs' free energy is the sum of the mixing component (2) and the elastic component 

(3). The elastic component represents any hyperelastic model. The material model based on the 

Gents’ model of material with limited stretchability was used. For simplicity, we do not 

distinguish between Gibbs' free energy and Helmholts' free energy. 

∆𝐺 = ∆𝐺𝑚𝑖𝑥 + ∆𝐺𝑒𝑙,𝑛 ,                                                    (1) 

∆𝐺𝑚𝑖𝑥 = 𝑅𝑇
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))) .    (3) 

Parameters 𝜙1 and 𝜙2 are the volume fractions of solvent and gel. Volume fractions can be 

expressed by volume ratio. The volume ratio is a deformation function. Parameters λi are 

stretch. Other parameters are constants. Overall, the change of Gibbs' free energy is a function 

of only the main deformations. With this material model, it is possible to work with 

conventional continuum mechanics. 

When computing, there is a problem with model convergence. Because the description 

contains a swelling component, the model changes the volume. With free swelling, the volume 

increases by about 350% and causes a deformation of about 65%. This of course depends on 

input parameters. Such large deformations must result in the first increment, and this causes 

numerical instability. The biggest problem is when the body is statically undefined. Another 
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problem is the shape of the function (1). For some combinations of input parameters it may not 

be convex. And it may contain more extremes. Such a case is shown in Fig. 1. The solution is 

not clear and you need to select the correct minimum Gibbs’ free energy and avoid the 

maximum. 

 
Fig. 1. Change of Gibbs’ free energy for free isotropic swelling 

The model shown in the figure shows 3 solutions for free isotropic swelling. One is the 

maximum and is unstable, the other two need to choose one. The easiest way is to choose a 

solution with lower energy (greater stability), or use the Maxwell construction for choice. 

Swelling deformations are large. The calculation may not converge. This can be solved by 

the correct estimation of nodal displacements in numerical solution. This estimate determines 

which solution will be found. Nodal displacements estimates are simple for static defined tasks 

only. For general tasks, it is a very complicated estimate to carry out because it must respect 

kinematic boundary conditions. Therefore, another method is used. The calculation is made 

with another material model that does not show swelling. With this model, it is not a problem 

to calculate the task with all the boundary conditions. After applied boundary conditions, the 

material model switches to the desired swelling. The switching of the material model can be 

controlled incrementally. The incremental scheme will ensure convergence. In the case of a 

model with multiple solutions, the non-swelling model switches to swelling with a clear 

solution. This solution is consistent with one of the final material model solutions for the 

isotropic task. This ensures convergence to the chosen solution - choice of solution. And in the 

last phase it switches to the final material model. 

The paper describes the possible procedure of FEM calculation of hydrogel materials. The 

basis of the calculation is to perform a calculation with a common material model. Only after 

the application of boundary conditions is the material model incrementally changed to the 

desired. This procedure reduces the risk of non-convergence. In addition, this allows you to 

choose a solution to which the model converges, if they exist. 
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Prediction of hub-seal effect on efficiency drop in axial 

turbine stage 

P. Straka a 

a Czech aerospace research centre, Beranových 130, 199 05 Prague, Czech Republic 

In axial turbine stages the secondary flows have an important impact on the drop of the stage 

efficiency. Significant sources of the secondary flows are shroud- and hub-seals [1,2]. This 

paper deals with numerical simulation of the hub-seal leakage flow effect on the axial turbine 

stage efficiency drop. Simulation was done using in-house numerical software [3] based on 

solution of RANS equation closed with k –  turbulence model. 

Fig. 1 shows scheme of the computational domain containing stator and rotor blades and 

simplified hub-seal with two seal-fins and with separated inlet boundary. The mass flow rate 

through the hub-seal is controlled with the size of the radial clearance crad in range 0.1 – 

1.5 mm. The isentropic outlet Mach number is Mis,out = 0.24, the isentropic outlet Reynolds 

number is Reis,out ≈ 5.1×106, rotational speed of the rotor blade is 3810 RPM. Two axial 

clearances cax = 5 and 10 mm are tested. 

Fig. 2 shows streamlines in meridian plane inside the hub-seal colored by normalized 

mass-flux density nommm  , where 5.022 )( radax uum   ,  is the density, uax and urad are axial 

and radial  velocity vector  components and nomm  is nominal value.  Fig. 3a documents an ele- 

 
Fig. 1. Scheme of the axial turbine stage with the hub-seal 

 

Fig. 2. Projection of streamlines to the meridian plane in the hub-seal region; the streamlines are colored by 

normalized mass-flux density; radial clearance: a) crad = 1.5 mm, b) crad = 0.1 mm 
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vation effect of the rotor blade on the stream from the hub-seal. The normalized efficiency 

drop dependency on the mass flow rate through the hub-seal is shown in fig. 3b. In fig. 3b 

there is  = qseal / qtot, qseal is mass-flux through the hub-seal and qtot is total mass-flux 

through the outlet boundary. The normalized efficiency drop is defined as TT̂ (TT - min) / 

(max - min), where TT = (TTin - TT) / (TTin - TTis), TTin is the total inlet temperature, TT is local 

total temperature, TTis is local isentropic total temperature, min and max are chosen minimal 

and maximal values for normalization. Fig. 4 compares distribution of the normalized 

efficiency drop in axial section behind the rotor blades for radial clearance crad = 0.1 and 

1.5 mm. 

 
Fig. 3. a) detail of the streamlines (colored by local turbulence intensity) from the outflow-slot of the hub-seal;   

b) dependency of the normalized efficiency on the hub-seal mass-flux to total mass-flux ratio 

 
Fig. 4. Distribution of the normalized efficiency in axial section behind the rotor blades; radial clearance: 

 a) crad = 0.1 mm, b) crad = 1.5 mm 

Presented results demonstrate significant impact of the hub-seal leakage flow on the 

efficiency drop of the axial turbine stage. We can see that in case of higher mass flow rate 

through the hub-seal the seal leakage flow is able to send down the efficiency in lower half of 

the blade span. 
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Simulation of supersonic flow through the tip-section turbine 

blade cascade with a strong shock-wave/boundary-layer 

interaction 
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a VZLU Czech Aerospace Centre, Plc, Beranových 130, 199 05 Praha, Czech Republic  
b Czech Academy of Sciences, Institute of Thermomechanics, Dolejškova 5, 182 00 Praha, Czech Republic 

The numerical simulation of compressible flow including the laminar/turbulent transition 

through the turbine blade cascade with strong shock-wave/boundary-layer interactions 

presents a great challenge. The flow field structure depends to a large degree on the character 

of the boundary layer during the interaction. In case of the laminar boundary layer, the flow 

separation usually will come out connected with the transition in the separated flow. 

Therefore, the Favre-averaged Navier-Stokes equations should be completed not only by the 

turbulence model, but by adequate models of the laminar/turbulent transition and turbulent 

heat transfer as well. The numerical simulation was carried out by means of the EARSM 

turbulence model according to Hellsten [1] completed by the transition model with the 

algebraic equation for the intermittency coefficient proposed by Straka and Příhoda [5] and 

implemented into the in-house computational programme (see Straka and Příhoda [6]). The 

transition model considers two parts of the intermittency coefficient  in the boundary layer i 

and in the free stream e. The intermittency in the boundary layer is expressed by the relation 

 
2

ˆ1 exp
i x x t

n R e R e     
 

 

where the transition onset is given by the Reynolds number Rext expressed by the momentum 

Reynolds number Ret and the transition length by the spot generation rate n̂  and spot 

propagation rate . Empirical correlations for Ret and n̂ are given by means of the pressure-

gradient parameter and the free-stream turbulence for attached and separated flows as well. 

Using the vorticity Reynolds number instead of the momentum Reynolds number, the 

transition model is based on local parameter only and so it can be used for modelling of 

transitional flows in complex geometries like turbomachinery applications. 

The numerical simulation of transonic flow through the tip-section turbine blade cascade 

was focused on the adequate simulation of the shock-wave/boundary-layer interaction. The 

flow field at the high inlet Mach number is influenced mainly by the interaction of inner 

branch of exit shock wave with boundary layer on the suction side of neighbouring blade. 

Numerical simulations were carried out for nominal conditions given by the inlet Mach 

number M1 = 1.68 and the isentropic outlet Mach number M2isSC = 2.05 corresponding to the 

pressure in the settling chamber. The isentropic outlet Mach number in the traversing plane is 

M2is = 1.97 and the isentropic outlet Reynolds number Re2is = 1.98·106. The inlet free-stream 

turbulence was considered Tu = 1.5 % in the distance about one spacing upstream the blade 

cascade according to experimental data. Numerical results were compared with results of 

optical and pressure measurements, see Luxa et al. [4], [3]. 
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Due to supersonic inlet and outlet flow conditions the computational domain was extended 

upstream and downstream to suppress reflections of parasitic shock waves. The outlet 

boundary condition is prescribed usually from experimental data in the traversing plane 

behind the cascade. The outlet boundary condition given the outlet isentropic Mach number 

was optimised according to angle of the exit shock wave and the blade chord.  

The interferometric picture obtained for nominal regime is shown in Fig. 1. The inter-

action of the inner branch of the exit shock wave with the boundary layer on the suction side 

is connected with the separation on the laminar boundary layer. The detail of Mach number 

isolines showing the interaction of the inner branch of the exit shock wave with the boundary 

layer on the suction side of the blade is presented in Fig. 2. The best agreement was achieved 

for the isoentropic Mach number M2is = 1.78 at the traversing plane behind the blade cascade. 

The field of Mach isolines well corresponds with the interferometric picture.  

      

 Fig. 1. Interferometric picture for M2is = 1.97 Fig. 2. Detail of Mach number isolines 

Numerical simulations of the supersonic flow have shown the significant effect of the 

prescription of the outlet boundary condition. Simulations carried out for the standard 

computational domain with the output behind the blade cascade and/or for the computational 

domain corresponding to the experimental arrangement have shown that numerical results 

obtained on the basis of the numerical optimization correspond quite well to experimental 

data (see Louda et al. [2]). The agreement of predicted flow fields and main parameters 

including energy losses is acceptable. 
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P. Sváčeka
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121 35 Praha 2, Czech Republic

In this paper the mathematical modelling of fluid-structure interaction problems is addressed
particularly with the interest paid to the biomechanics of human voice. The attention is paid to
the precise approximation of the fluid flow, particularly in the glottal part, with the aid of the nu-
merical approximation of the Navier–Stokes equations. This problem is even more complicated
in the context of the voice creation process, e.g., by the glottal gap closing or by the presence
of the contact problem. In this case one need to take into account not only a significant mesh
deformation but also the influence of the prescribed artificial inlet/outlet boundary conditions.

We shall focus particularly on several implementation aspects of the finite element method
used for the solution of the fluid-structure interaction (FSI) problem. The practical realization
of the finite element method shall be discussed based on the variational formulation of the
underlying problems. The FSI problem consists of the solution of the fluid flow, the structure
deformation and the mesh displacement problems. For the fluid flow the moving mesh should be
taken into account which leeds to the Navier-Stokes system of equations on the computational
domain Ωf

t written in the ALE form

ρ
DAv
Dt

+ ρ((v −wD) · ∇)v = div τ f , ∇ · v = 0, (1)

where v is the fluid velocity vector, ρ is the constant fluid density, and τ f is the fluid stress
tensor given by τ f = −pI + 2µD(v). Here, p is the pressure, µ > 0 is the constant fluid
viscosity and D(v) = 1

2
(∇v + (∇v)T ). This system of equations is equipped with initial and

boundary conditions. The deformation of the domain is result of the mutual interaction with a
structural model. For the structure deformation as well as the mesh deformation, e.g., the linear
elastic model can be used.

In order to describe the details of the application of the finite element method for solu-
tion of (stationary) boundary value problems, we shall use a context of an abstract variational
formulation of finding u ∈ V such that

a(u, v) = L(v) for all v ∈ V , (2)

where V is a Banach space and a(u, v), L(v) are in general forms on V . This formulation
represents a weak formulation of the above mentioned specific boundary value problems and
contains the information about the solved equations as well as the applied boundary conditions.
The problem (2) can be formally discretized by introducing a finite dimensional finite element
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space Vh constructed over a triangulation of the computational domain. The application of the
finite element method then reads: Find the approximation solution uh such that

a(uh, vh) = L(vh) for all vh. (3)

In the case when a is bi-linear andL is linear, this system represents a system of linear equations.
Such an approach is used in various books or textbooks about the finite element method to

support the theoretical analysis of the finite element method, see, e.g., [1]. In this paper it is
shown that such an approach is suitable also for the implementation purposes, see also [3, 4].
The program is written in object oriented C language, see [2].

For the implementation purposes, it is usually used that the forms a and L in (2) are given by
integrals which together with the use of the finite element space Vh defined over an triangulation
Th gives

a(U, V ) =
∑

K∈Th

∫

K

ωa(x, U, V )dx+
∑

S∈Sh

γa(x, U, V )dS (4)

and
L(V ) =

∑

K∈Th

∫

K

ωL(x, V )dx+
∑

S∈Sh

γL(x, V )dS, (5)

where Sh denotes the set of all boundary edges of elements adjacent to the boundary Γ, ωa, ωL
are expressions (or better operator) in u, v linearly dependent on v.

Using this the Galerkin formulation can be defined in the program by definition of methods
of the object scalar problem

typedef struct {
void (*getBndrCnd)(bpoint *P, short *isfixed, double *val);
double (*aformdx)(point *P, scalar *u, scalar *v);
double (*Lformdx)(point *P, scalar *v);
double (*aformdS)(bpoint *P, scalar *u, scalar *v);
double (*LformdS)(bpoint *P, scalar *v);

} scalarproblem;

where aformdx, aformdS corresponds to terms ωa, γa, and Lformdx, LformdS corre-
sponds to terms ωL, γL. The scalarproblem is then used for the finite element object
fespace based on the mesh (triangulation) gmesh. This corresponds well to the mathemati-
cal construction of the finite element space over a triangulation τh.
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The numerical simulation of human phonation
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The human phonation is highly interesting phenomenon, where numerical simulations play
an important role due to the practical inaccessibility of the vocal folds. This phenomenon is
described by three physical fields – the deformation of elastic body, the complex fluid flow
and the acoustics together with mutual couplings. The description and results of fluid-structure
interaction (FSI) is here taken from [3] over and this paper focuses on the acoustic part of
problem described by the acoustic analogies.

Acoustic domain. Fig. 1 presents a two-dimensional acoustic problem domain. The compu-
tational domain, where FSI problem was solved and where acoustic sources are computed, lays
between 0 < x < LFSI. It is connected with the propagation region (model of vocal tract), far
field region and damping PML block. The model of vocal tract is inspired by the MRI data for
vowel [u:] from [2].

Fig. 1. Scheme of acoustic domain, all walls of acoustic domain are considered as acoustic hard

Lighthill analogy. The propagation of sound described by pressure fluctuation p′ = p − p0
is given by inhomogeneous wave equation in the form

1

c20

∂2p′

∂t2
− ∂2p′

∂xi∂xi
=

∂2Lij
∂xi∂xj

, (1)

where p0 and ρ0 mean stagnant pressure and density, respectively. The sound sources on the
right hand side are described by the Lighthill tensor L = (Lij)

Lij = ρfvivj + ((p− p0)− c20(ρf − ρf0))δij − τ fij ≈ ρfvivj, (2)

where following approximation of the Lighthill tensor valid for high Reynold number was used.
Perturbed Convective Wave Equation (PCWE) analogy. This analogy is based on general

splitting of fluid flow quantities into mean, fluctuating (non-acoustic) and acoustic (i.e. com-
pressible) parts, e.g., p = p+pic+pa. Supposing irrotational acoustic field leads to the equation

1

c20

D2ψa

Dt2
−∆ψa = − 1

ρf0c
2
0

Dpic
Dt

, (3)
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where the acoustic potential ψa related to the acoustic particle velocity va = −∇ψa and pres-
sure pa = ρf0

Dψa

Dt
is sought. Symbol D

Dt
denotes the substantial derivative, i.e., D

Dt
= ∂

∂t
+ v · ∇.

For further details see [1].
Numerical model. The acoustic analogies (1) and (3) were discretized in space by the finite

element method and in time by the Newmark method. For implementation details see [3].
Sound sources. The computed sound sources in the form of right hand terms in Eq. (1) or

(3) were analyzed by Fourier transform. The results show that main sound sources of frequency
232 Hz is located inside the glottis. The sources of higher frequency like, e.g., at 2486 Hz are
mostly distributed in the channel behind the glottis, see Fig. 2.

Fig. 2. The computed normalized sound source densities at 232 Hz (upper panel) and 2486 Hz
(lower panel). Left are results for PCWE analogy, right for the Lighthill analogy, respectively.

Sound propagation. The computed sound sources are used as input for time solution of
chosen acoustic analogy. The frequency spectra of the acoustic pressure monitored at the mi-
crophone position outside the mouth is shown in Fig. 3. The resulting peaks in frequency
domain exhibit qualitatively good correspondence with the frequencies of first three formants
389 Hz, 987 Hz and 2299 Hz measured for the vowel [u:] in [2], marked in Fig. 3 by black lines.

Fig. 3. The Fourier transform of acoustic pressure obtained by Lighthill and PCWE analogy
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Control of vibration suppression and motion control by piezo 

actuators  

J. Volech a, Z. Šika a, K. Kraus a, P. Beneš a 
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Piezoelectric materials are increasingly used in industry in various applications such 

as stabilization, micro-positioning, shakers etc. Two main disadvantages are high demand on 

the input voltages and relatively small range of motion. There are presented two type 

of piezoelectric elements implementation with respect to individual, above mention, problems 

and their solution. Firstly, usage piezo elements in smart materials. The price of piezo elements 

is still decreasing and it is not a problem to create material with heavily distributed grid of piezo 

patches Fig. 1 a). This material after applying voltage can modify his properties or can serve as 

vibration suppression element. 

 

a) Heavily distributed grid of piezo patches b) Piezo platform for tracking task 

Fig. 1. Examples of the use of piezoelectric elements 

Such a heavily distributed grid is very demanding on control strategy and supply voltage. 

Normally there need to be one amplifier for one piezo patch. Therefore, several groups 

of the piezo patches is merged to ‘clusters’ see Fig. 1 a). Three concepts of clusters were 

proposed. Each cluster is powered with a single amplifier and single control voltage.  From 

these clusters the optimal set of the piezo patches is tested to reduce the demands on the control 

strategy and control input voltage. Selection is based on the Henkel singular values [1] of the 

system, which represent a measure of energy for each mode 

 γi = √𝜆𝑖(𝑊𝑐𝑊𝑜) = √𝜆𝑖(𝑊𝑐𝑏𝑊𝑜𝑏),     𝑖 = 1, . . , 𝑁, (1) 

and controllability parameter. When our target is to suppress primary the first four modes 

of the system then with selected cluster (Fig. 1 a)) can be achieved the similar results as with 

fully distributed control with minimal loss of energy (on average approximately 4% ) for each 

mode with only 9 amplifiers instead of 25.  
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The second problem of piezo elements are their limited movement or stroke. An example 

of a solution to this problem is given on the example of a piezo platform perform the tracking 

task Fig. 1 b). Piezo elements are used as the micro positioning of the multilevel cable 

mechanism along the trajectory [2]. The control strategy is, because implementation obstacles, 

reduced to control just two degrees of freedom (x and y) with originally designed three 

Amplified Piezo Actuators (APA). For this reason, the redundant degree of freedom (rotation 

of the piezo driven platform) is used to minimize the individual APA stroke. The minimization 

function is based on the planar mathematical model of the platform which is delivered 

in the standard state space form. with inputs and outputs state as folowed 

 𝒀 = [𝑥 𝑦]𝑇 , 𝒖 = [𝑢1 𝑢2 𝑢3]
𝑇. (2) 

Modeled system has not direct feedthrough. This mean, that the 𝑫 matrix of the system 

is neglected and the static behaviour is considered 𝑿̇=0, then the system can be revriten as 

 𝒀 = −𝑪𝑨−𝟏𝑩⏟      
𝑷

𝒖. (3) 

Transformation matrix P has dimension 2x3. This system has two equations for three 

unknowns, therefore it has infinitely many solutions. But there are restrictions on the APA’s 

stroke. They have maximum operating voltage 150 V. Based on this, one input voltage is set as 

variable parameter in the known range 𝒖𝟑 = 〈0: 1: 150〉. Then the two vectors for inputs 

voltages u1 and u2 can be obtained in the specific position  depending on the voltage u3 

 [
𝒖𝟏
𝒖𝟐
] = 𝑷(1: 2,1: 2)𝑻𝒀 − 𝑷(1: 2,3) [

𝒖𝟑
𝒖𝟑
]. (4) 

In form of the matrix with the given structure 𝑭 = [𝒖𝟏 𝒖𝟐 𝒖𝟑]
𝑇 can be find maximum 

of absolute value in the term of the maximum use of APA 

 [𝑉, 𝐼] = 𝑚𝑖𝑛(𝑚𝑎𝑥(𝑎𝑏𝑠(𝑭))), (5) 

where V is the value and I is the index of the position in the vector. Then the I represents 

the index of the optimal set of the input voltages in vector F to reach the desired position 

Y constrained by the operating voltage for APA 3. And the optimal voltage is selected as 

 𝑢1𝑜𝑝𝑡𝑖𝑚𝑎𝑙 = 𝑭(1, 𝐼), 𝑢2𝑜𝑝𝑡𝑖𝑚𝑎𝑙 = 𝑭(2, 𝐼), 𝑢3𝑜𝑝𝑡𝑖𝑚𝑎𝑙 = 𝑭(3, 𝐼), (6) 

which achive the same results with only 80% of originaly APA’s strokes.  

Two main problems of usage piezoelectric material has been studied and an example was 

given to each problem. Solution on the first problem in the given example of heavily distributed 

grid of piezoelectric patches (high demand on input voltage) has been proposed as composing 

multiple piezo elements into one control unit. And second problem (restriction of the piezo 

element stroke) has been resolved by adding one piezo element which compensates for the 

movements of others. Both examples give promising results that will continue 

to be investigated and tested on real experiments. 
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Treatment of gait disorder in a child with mild cerebral palsy 

B. Yousefghahari a,c, A. Vahidi-Shams b, A. Guran b  

 a Babol Medical University, Iran  
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In this paper we present a procedure to correct the gait disorder in a 4 year old girl with mild 

CP and spastic double monoplegia. Time series for movement of the patient were produced in 

the gait lab of Wigmore clinic in Yerevan (Armenia) and the orthoses were designed based on 

numerical computation to optimise the movement of the patients.  

Diagnosis: A comprehensive physical examination of the patient and observation of the gait 

were done by a team of paediatric orthopaedic surgeons, a paediatric rehabilitation physician, 

a rheumatologist, and a biomechanician. The cause of disorder in locomotion was diagnosed 

upper motor neuro disorder and CP. Distal movement of the patient is not possible and the 

treatment should be done by using orthosis device, by physiotherapy and stretching, (Fig. 1a), 

and by Tracking Gait Carpet (TGC) (Fig. 1b, 1c.) 

     

Fig. 1. (a) Physical examination, (b) gait on tracking gait carpet (TGC) bare feet (c) with assistive devices 

Gait analysis and design of orthosis devices: Analysis was done with a system consisted of 

8 cameras and a force plate, 15 sensors were placed on patient’s body, Stroboscopic photos 

during a gait with bare feet and with asistive devices from start, after 5 second and after 10 

second, were taken (Fig. 2). Based on analysis of numerical results the Lower-limb orthoses 

designed, manufactured and used (Fig. 3). 

Conclusions: The cause of locomotion disorder was diagnosed as spastic double monoplegia 

with mild CP. A system of orthosis together with 8 physiotherapy exercises and walking on a 

Tracking Gait Carpet (TGC) was used to treat locomotion disorder in a 4 year old girl suffering 

from mild CP. Walking disorder was corrected significantly. 

The disorder in movement of hands disappeared after the patient gained stability and 

equilibrium of the gait.  
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Fig. 2. Stroboscopic photos during a gait with orthoses and shoes  

      

Fig. 3. Photos taken during various stages of design and manufacturing of the orthoses 
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In modelling of rotating systems, the connection of the rotor to the stator part is often 

performed by means of coupling elements that behave nonlinearly, such as hydrodynamic and 

magnetic bearings, squeeze film dampers [2], etc. The Harmonic Balance Method (HBM) 

represents a tool for investigating the steady-state response of nonlinear rotating systems, 

which is periodic or even quasiperiodic in time [3]. 

Computational models are designed for rotating systems [1] such as rotors and assume that 

individual parts are flexible bodies such as the shaft and the discs. The motion equation of the 

undamped rotating system including the stator part, expressed in the fixed space is 

 , (1) 

where M, G, and K are global matrices of the mass, the gyroscopic effects, and the stiffness 

of the system, respectively, f is generally a nonlinear vector which includes the loading and 

coupling forces, q is the global vector of the nodal displacements, ω is the angular velocity of 

rotation of the rotor and t is the time. The symbol (·) denotes a derivative with respect to time. 

The computational model created this way can have many degrees of freedom n because 

the rotating system is discretized by solid finite elements (FE). HBM assumes that the steady-

state response can be approximated by a finite number of members N of the Fourier series. 

When using HBM, the total number of primary unknowns (which are elements of vectors of 

the absolute, cosine and sine coefficients of the Fourier series) is equal to (2N+1)·n, which 

can dramatically increase the demands on computing power. Therefore, a software library is 

being developed at the IT4Innovations National Supercomputing Center, which will enable 

problems of this type to be solved efficiently using high performance computing (HPC) 

resources. 

A library for computational modelling of rotating systems is being developed in the 

MATLAB programming environment. Within this library, program packages are being 

created for: (i) stationary analysis, (ii) modal analysis, and (iii) calculation of transient and 

steady-state response of forced vibration. In this library, selected coupling elements between 

rotating and stationary parts can be realized with linear or nonlinear models of coupling. 

The computational algorithms from the newly developed program library are tested on 

rotor systems. The first test rotor system (Fig. 1) consists of an elastic shaft and one elastic 

disc. The second test rotor system (Fig. 2) is comprised of an elastic shaft and two elastic 

discs. The first disc is located at the bearing span and the second one is located on an 

overhanging end of the shaft. Both test rotor systems are mounted on two radial 

hydrodynamic bearings and one axial roller bearing. The coupling areas are shown in Fig. 1 
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and Fig. 2 marked in green colour. The stator part is assumed to be represented by an 

absolutely rigid body. The rotor material was considered homogeneous, isotropic, and linearly 

elastic. The rotors are excited by centrifugal forces due to unbalance of the discs. 

In the computational models, the shaft and the rotor discs are discretized by solid 

hexahedral isoparametric FEs with a linear basis function. Bearings are included in the 

computational models by means of force coupling and by stiffness and damping coefficients. 

     
 Fig. 1. Geometry of the first test problem Fig. 2. Geometry of the second test problem 

In Figs. 3-5, the results from the modal analysis software package are presented. 

Computations were performed for the first test problem, the rotor rotating with an angular 

velocity of 95 rad/s and with no coupling elements present. In Fig. 3, the first non-zero mode 

shape is plotted, and it corresponds to the bending deformation of the shaft (with two nodal 

lines) which lies in the xz plane. The third and fifth nonzero mode shapes are shown in Fig. 4 

and Fig. 5, respectively. In the third shape, there is a bending deformation of the shaft (now 

with three nodal lines) and the fifth shape is a torsional deformation of the shaft. 

 
Fig. 3. First mode shape - 1415 Hz Fig. 4. Third mode shape - 3615 Hz Fig. 5. Fifth mode shape - 3796 Hz 

The newly developed library is intended for both stationary and nonstationary analyses. 

Special attention is given to the effective use of HBM using the IT4Innovations HPC 

resources. The simulation results obtained are verified with commercially available FE 

program systems. 
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This paper deals with the replacement of the titanium profile in the airplane door with the 

composite one. The aim of the project is the FEM analysis of the titanium T-profile integrated 

in airplane door and to design a composite part which will be lighter and stiffer. It is obvious 

that the design will change the shape of the cross-section of the T-profile. The connecting 

dimensions have to remain the same.  So, several ways were chosen to examine the stiffness 

of the titanium and composite T-profile. 

First the titanium T-profile was analyzed in the FEM model. The profile was loaded by 

single unit forces in the directions of the axes of the coordinate system that was connected 

with the T-profile the same way in all analyzed cases. Than the two different composite 

versions of the profile were designed. 

The models of the titanium and CFRP profiles have the same composition. The T-profile 

with the fixed coordinate system was placed on the flat composite plate which was the same 

for all three cases. This plate presents the attachment in the real position of the profiles. The 

profiles were fixed by screws, so this connection was modeled by the tie interaction. Than the 

models with the clamped T-profiles were realized to get the comparison of the profiles 

stiffness and to see the effects of the flat composite plate on the profiles deformation. The 

comparison of the deformation could be seen in the Fig.1. 
 

Fig. 1. The versions of the T-profile and their loading 

titanium T-profile composite variant 1 composite variant 2 
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The material constants were calculated as orthotropic homogeneous material using rule of 

mixtures with respect to fiber undulation (5H satin weave). The effective constants from this 

previous calculation are used as inputs to the FEM model. The CFRP T-profiles were 

modeled as volume model and the effective material constants were used. This way of 

modeling represents the whole volume of the model, but it allows the parametric inputs of the 

materials constants for orthotropic material. This is a simplification of the FEM modelling of 

a composite material parts. 

The models were done with respect to the composite layup of the T-profiles. So, the 

profile was divided to some parts representing the layup composition with the same 

characteristic. Then the material constants with their own coordinate system for each separate 

part of the T-profile were assigned. The elements C3D8R were used for meshing in Abaqus [1]. 

The results for all three cases of T-profiles can be seen below in Fig. 2 and Fig. 3. There is 

a big decrease in the displacement in all directions especially for the second version of the 

composite T-profile. Both composite versions are stiffer than the titanium one. The maximal 

displacement can be seen in all cases in the direction of the y axis, but it is known that this 

direction is not so important in the real loading of the T-profiles. The most important for the 

real load is the decrease of the displacement of the second composite version in the direction 

of the z axis.  

 
Fig. 2. Comparison of displacements for all cases of T-profiles fitting on the flat composite plate 

 

Fig. 3. Comparison of for all cases of clamped T-profiles 
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Macroporous hydrogels with controlled morphology are widely used in biomedical fields, as 

drug delivery, tissue engineering, analytical and technical separations or responsive 

constructs. Porosity can be achieved by several methods. In the preparation of physical 

experiments it is made by salt crystals which are extracted from the hydrogel after 

polymerization. The salt crystals have different sizes and shapes. The pore sizes and their 

distribution affects the final mechanical properties. Such polymer structure is designed by 

simulations. The simulated structure is than transfered into ANSYS environment and its 

mechanical properties are examined and compared with experiments. 

Modelling of the structure: The first step is to prepare the hydrogel structure model. It is 

based on the real mechanism of its formation. The porosity is achieved by salt crystals which 

are later extracted. In our case of modelling there are randomly distributed cubes (crystals) 

subtracted from the initial volume. The milestone is to reach the first through path in the 

initial volume. Upon further adding of the crystals, the saturation point can be reached. It 

corresponds to the case when the hydrogel is saturated with crystals and at is not possible to 

add additional crystals. Such state can be described by volume fraction of connected paths 

(paths going through the volume) and all paths (including all pats and crystal holes) to the 

whole volume (Fig. 1). It is described by the experimentally detected value exp and 

simulated value teor. Behaviour of different materials when using different sizes of salt 

grains has the same trend. 

  

Fig. 1. Partical filling volume fraction of different materials and crystal sizes (left). An example of simulation 

model creation (right) 
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Computation of mechanical properties: The previous structure is transferred into the 

ANSYS environment. The export script is generated. Crystals generated in the previous step 

are also subtracted from the initial volume and then it is meshed. It is also the inverted 

structure from the Fig 1 – on the right. The boundary conditions and forces are applied. The 

stresses and deformation fields were analysed. 

Experimental results: Oscillatory shear measurements of swollen gels (Fig. 2) were 

performed using the rheometer Bohlin Gemini HR Nano (Malvern Instruments, UK) equipped 

with a Peltier temperature table and a solvent stainless steel dish. All tests were performed 

using 25 mm diameter stainless steel parallel plate geometry with disc-like samples of a 

diameter 25 mm and swollen thickness in the range from 1 to 4 mm. During the measurement, 

the samples were immersed in water or aqueous solution of sodium phosphate buffer (PBS). 

The distance between the measuring plates – gap size – for each sample was adjusted to a 

value at which the sliding of samples was avoided and full contact between plates and sample 

was achieved [1]. 
 

 

Fig. 2. Swollen macroporous gels – macroscopic appearance of tested sample 

Precise sample placement between the upper and lower measuring plates is a crucial 

condition as the resulting apparent moduli values are very sensitive either to the plate slippage 

or to normal force acting on the sample excess. The amplitude sweep tests were performed 

first in the stress-control mode to find the linear viscoelastic range of the stress-strain 

response and the stress value for subsequent frequency sweep measurement was chosen 

within that linear range. The measurements were carried out in the range of frequencies from 

0.01 Hz to 100 Hz at 25 °C. The apparent storage and loss moduli of the gels were obtained. 
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The original mathematical model of the VVER-type reactor excited by coolant pressure pulsa-
tions [2] was derived as the linear clearance-free model in couplings. Assembly clearances ∆i

in the key-groove (K-G) couplings between the lower part of core barrel (CB3) and the reactor
pressure vessel (PV) (Fig. 1) produce nonlinear vibration of reactor components. Friction-
vibration interactions in the above mentioned couplings cause the fretting wear on their contact
surfaces [1]. The aim of this contribution is an investigation of the VVER 1000 type reactor non-
linear vibration respecting the assembling side clearances and friction in eight K-G couplings
uniformly deployed to circumference between CB3 and PV. Relative tangential displacements
ui (i = 1, . . . , 8) of the K-G contact surfaces from the general starting position generate the
normal contact forces

Ni(ui) = k[(ui + ∆i + si)H(−ui − ∆i − si) + (ui − ∆i + si)H(ui − ∆i + si)] , (1)

where k is the stiffness in tangential direction of one key connected with PV by means of the
cantilever. Small shifts si of the grooves with respect to keys in direction of displacements ui
from the ideal central position of CB3 was detailed investigated in a context of the K-G coupling
fretting wear on the simplified reactor model in [3]. Heaviside function H in (1) is zero when
the contact is interrupted. The slide of K-G contact surfaces in contact phases (when H = 1)
causes radial Ti,r and axial Ti,ax components of friction forces

Ti,r = f(ci)Ni(ui)
ci,r
ci
, Ti,ax = f(ci)Ni(ui)

ci,ax
ci

, i = 1, . . . , 8 , (2)
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Fig. 1. Key-groove layout in contact plane between lower part of core barrel (CB3) and reactor
pressure vessel (PV) (a) and stiffness characteristic of one coupling (b)
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where friction coefficient f depends on relative slip velocity ci, ci,r and ci,ax are its components
in radial and axial directions. All contact forces Ni(ui), Ti,r, Ti,ax, i = 1, . . . , 8 transmitted
by K-G couplings are expressed by means of the vectors of generalized coordinates q(t) and
speeds q̇(t) in the new global reactor model

Mq̈(t) + Bq̇(t) + (K −KC)q(t) =
4∑

j=1

3∑

k=1

F
(k)
PV fj cos(kωjt+ δj) + f(q, q̇) . (3)

The vector of elastic forces KCq(t) in all clearance-free and smooth K-G couplings included
in vector Kq(t) of the original reactor model [2] is replaced by nonlinear force vector f(q, q̇).
The reactor dynamic response excited by coolant pressure pulsations generated by four main
circulation pumps (the first member on right-hand side) is investigated by a numerical integra-
tion of the nonlinear motion equations (3) in time domain.

For illustration, Fig. 2 shows the time behaviour of the normal contact force N3 and relative
velocity c3 calculated for same clearances ∆i = 25 [µm] in all eight K-G couplings, the central
starting position CB3 (s = 0, α = 0) and the Coulomb friction with friction coefficient f = 1.
The presented method is applied to sensitivity analyses focused on variation in the friction
characteristic and clearances in K-G couplings lead on as possible to reduce the contact forces
and fretting wear.
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Fig. 2. Time behaviour of normal contact force N3 and relative velocity c3 in coupling 3
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306 14 Plzeň, Czech Republic

cDepartment of Imaging Methods, Medical School and Teaching Hospital Pilsen, Charles University in Prague, Pilsen, Czech Republic

In biomechanical modeling acquiring appropriate data is a difficult task. In our study, we at-
tempt to overcome this by using data from MRI. We obtained MRI scans of hand in which
muscle attachment sites are identifiable. These allow us to create triangular meshes that ac-
curately model muscle origin and insertion surfaces. In AnyBody Modeling System individual
muscles are replaced with user defined number of action lines or virtual muscle elements. These
elements need to be placed within muscle volume in a way that respects anatomy of the muscle.
This breaks into two tasks: placing required number of endpoints onto attachment surfaces and
then pairing these endpoints in order to specify individual elements.

For the first task we use modified k-means algorithm. Given a finite set of points ω ⊂
RN , N ∈ N and number k ∈ N, original k-means method [4] iteratively tries to approximate
solution to k-partition problem. That is to partition set ω into k classes ω1, . . . ωk each corre-
sponding with point ci ∈ RN , i = 1 . . . k called centroid, in such way that

k∑

i=0

∑

x∈ωi

‖ci − x‖2

is minimal. In our setting we used set of centers of gravity of the triangles in the mesh as a set
ω. We modified the basic k-means method in two ways. First we ensure that each centroid is
always a point from ω by placing it in the closest point in ω after each iteration. Second we
assigned each point x ∈ ω a weight w(x) equal to the surface volume of the corresponding
triangle. The generalized algorithm iteratively minimizes expression [1]

k∑

i=0

∑

x∈ωi

w(x)‖ci − x‖2.

This ensures that the partition does not depend on density of points of the mesh and surface
of the muscle attachment is divided between muscle elements so that the variation of surface
volumes assigned to elements is minimal, see Fig. 1.

Muscle elements’ endpoints are calculated separately for origin and insertion. In order to
place the muscle elements we need to connect corresponding endpoints so that lines of action
not only do not intersect but also are not entangled. Our approach is based on Euclidean match-
ing problem in two dimensions. It can be proven that the minimality of total pairing distance
ensures that no two line segments connecting paired points intersect. This result transfers to
three dimensions, however it is too weak. It does not guarantee that action lines do not run
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across each other. Fortunately minimal matching still provides good results in which virtual
muscle elements are not tangled with each other.

The minimal pairing is obtained by Hungarian algorithm [3] which finds minimal matching
in weighted bipartite graph. In our case we are concerned with complete bipartite graph on two
sets of centroids on origin and insertion surfaces. Euclidean distances are taken as weights of
the edges. This graph is complete, hence it contains perfect matching and minimal matching
always exists [3]. The resulting minimal matching with pairs connected by lines can be seen in
Fig. 2. We used implementation found in [2].

Our study provides novel approach to acquiring data used in biomechanical models along
with dataset of hand muscle data. It also provides a tool for generating these data, relieving
researchers of some tedious labor and possibly allowing for greater reproducibility of research.

Fig. 1. Opponens pollicis insertion with
five muscle elements endpoints and sur-
faces assigned to them colored

Fig. 2. Opponens pollicis connectivity
with five muscle elements
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Our latest work is focused on image synthesis of metal foam micro-structures using the Wang
tiles and Automatic tile design.

The Wang tiles method [5] is comparable to the classic game domino or the jigsaw puzzle
but the used pieces are modelled visually as squares with specific information on each of the
four edges (e.g. colours, patterns, etc.). Tiles are gathered in sets (Fig. 1c) and by means of one
set and particular tiling algorithm the planar domain is covered.

The main advantage of Wang tiles method compared to periodic unit cell methods is the
ability to preserve stochastic layout of original micro-structure. This is primarily achieved
by using algorithm presented in [2] which specifies a simple rule that for placing tile in the
NW corner position (Fig. 1b), there must be at least two valid tiles to place, from which one is
chosen randomly. The algorithm can be modified by allowing to repeat the choice n-times to
avoid occurrence of groups of same tiles in tiling.

?
N

W

1 2 3 4

5 6 7 8

a) b) c)

Fig. 1. a) Tile edge labels, b) North-West (NW) corner position, c) Wang tiles set consisting
from eight tiles with two different codes on vertical and horizontal edges – W8/2-2

Method used for creating tiles is called Automatic tiles design [2]. From the original micro-
structure is taken same number of samples as number of edge codes. For each tile the respective
samples are arranged in to rhombus shape with specific overlap ω and stitched together by
means of image quilting algorithm [4]. The resulting tile is then cut out from centre. As an extra
step, the central area of obtained tiles can be patched to suppress the influence of repeating tile
edges (and relevant tile quarters) on inducing artefacts [3].

The modelled material is particular aluminium foam produced in Laboratorio Macchine
Utensili e Sistemi di Produzione (MUSP), at Politecnico di Milano in Italy [1] from the pre-
cursor composed of AlSi10 alloy mixed with a 0.80wt% of titanium hydrate (TiH2). The
precursors are placed in steel mould and heated in convection oven until the H2 is released into
molten alloy. The created foam has irregular porosity and density through the volume (Fig. 2a).
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The image synthesis process and quality of obtained results are affected by many different
factors. Therefore we subject it to analysis with these settings: the tile size h = 1000 and
2000 px, quilting overlap ω = h

10
, 2h
10
, 4h
10
, 8h
10

and h, classic or modified tiling algorithm, raw or
patched tiles and finally tile sets W8/2-2, W16/2-2 and W18/3-3.

Through the analysis we observed that the best results (Fig. 2b) are obtained with patched
tiles, modified tiling algorithm and bigger tiles as they contain more micro-structural informa-
tion. The larger overlap ω is also preferable choice because it provides more space to search
the best path for quilting. Finally the larger sets of tiles brings more variety in the synthesised
images.

a) b)

Fig. 2. Foam micro-structures: a) original scan [1], b) synthesised sample

In spite of quite satisfactory results, the above presented approach has some major limita-
tions. The main one rest in gradual porosity and density of original micro-structure because the
Wang tiles are not capable to replicate such property. Further, the foams are very challenging
for the image quilting algorithm which unfortunately leads, in many cases, to visibly damaged
cells. And last, the quality of results is not easily measurable.
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